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Overview

o Developments in the reconstruction and 
calibration of hadronic signals and missing 
transverse momentum
ü legacy pT

miss performance
ü testing response to b-jets
ü improvements in reconstruction of calorimeter 

signals…
ü …and in their calibration

o Boosted object identification and other 
      ML-based results: see talk by Jad!
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ATLAS public plots

➤A complete list of 
new ATLAS results 
for BOOST23 is 
available here

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LArCaloPublicStableBeam2022
https://atlas.cern/Updates/News/Summary-BOOST-2023


The legacy of Run 2
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Missing transverse momentum (pT
miss)

o Estimate pT of invisible particle through momentum conservation in x-y plane
o Negative sum of reconstructed and calibrated physics objects plus un-

associated tracks (soft term)
➤Using tracks was new to Run 2

• Ambiguity resolution procedure to avoid double counting
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𝑍 → 𝜇𝜇

o Choice of multiple 
working points
• Based on different 

jet selections
• Best performing 

WP depends on 
final state’s jet 
multiplicity

𝑡 ̅𝑡

JETM-2023-002

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/JETM-2023-002/


pT
miss performance in Run 2

o Legacy performance studies
o Z⟶ee/𝜇𝜇 final state: investigate fake pT

miss 
background from e.g. detector acceptance 
of pile-up

o pT
miss significance

• Discriminant between fake pT
miss and that 

from real invisible particles
• In Run 2, object oriented version was used

➤likelihood-based significance built from 
resolution of physics objects in pT

miss definition
➤First introduced in ATLAS-CONF-2018-038
➤Separation power improved by about 25% 

with respect to previous definition

o Both pT
miss and its significance are well 

described
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JETM-2023-002

https://cds.cern.ch/record/2630948
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/JETM-2023-002/


Run 3 and future prospects

o pT
miss in early Run 3

o NN-based combination of 
multiple pT

miss working points 
(method published in 2021)

31/07/23 6ATL-PHYS-PUB-2021-025

JETM-2022-009

𝑡 ̅𝑡

𝑍 → 𝜇𝜇

Margherita Spalla - BOOST 2023

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2021-025/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/JETM-2022-009/


Hadronic signal reconstruction
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Eur. Phys. J. C 77 (2017) 490

Eur. Phys. J. C 77 (2017) 490

JHEP 2008 (2008) 063

Topo-clusters: 
cluster connected calorimeter 
cells around cells with high 
signal-to-noise ratio 

Particle-flow objects

ü More recent approach 
also exploits tracks’ 
angular resolution in 
dense environment: 
Unified Flow Objects

ID Tracks

Jets build with anti-kt 
algorithm.
R=0.4 or 1.0
ü In this talk, focus on 

R=0.4

ATLAS public plots

https://link.springer.com/article/10.1140/epjc/s10052-017-5004-5
https://link.springer.com/article/10.1140/epjc/s10052-017-5004-5
https://iopscience.iop.org/article/10.1088/1126-6708/2008/04/063
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/PERF-2010-01/fig_14.png


The jet calibration chain

o Many new techniques developed building on Run 2 expertise [arXiv:2303.17312]
• e.g. improved pile-up correction, Neural-Network based Global Calibration (GNNC), 
in-situ correction for b-jets 
• Very important input to Run 3 calibration
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Eur. Phys. J. C 81 (2021) 689

https://arxiv.org/abs/2303.17312
https://link.springer.com/article/10.1140/epjc/s10052-021-09402-3


b-jet calibration using Run 2 data

o Dedicated in-situ correction for 
b-tagged jets
• Direct balance method used: jets 

tested against well measured 𝛾

o b-jets correction found to differ 
from the one for inclusive jets

o Very interesting area worth 
exploring in more depth
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arXiv:2303.17312

Margherita Spalla - BOOST 2023

https://arxiv.org/abs/2303.17312


New for Run 3
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Figure 2: Time and energy significance for calorimeter cells in the second layer of the LAr EM barrel calorimeter.
(a) shows the bi-dimensional cell time vs significance spectrum. The cell time is computed if the cell energy exceeds
a given threshold (typically 3 · �EM

noise,cell), below which a default value of t = 0 is stored. The dashed vertical line
represents the seed candidate requirement S = 4 (Eq. 3), while the horizontal lines represent the cell time rejection
limit of ±12.5 ns. The three dotted vertical lines represent the three possible values considered for the Upper
Limit (see Section 4.2.3). (b) shows the comparison between the inclusive cell time spectrum and the one for seed
candidates (|E |/�E > 4). The vertical lines represent the cell time rejection limit of ±12.5 ns.

4.2 The time cut226

As discussed in Section 2.1, both the ATLAS LAr and Tile calorimeters provide a time measurement for227

signals of su�ciently large energy. Figure 2 shows the distribution of energy significance and time of228

calorimeter signals in real data. Calorimeter cells belonging to the LAr EM barrel region are picked as an229

example, but similar distributions occur in other sub-detectors, Figures are provided as auxiliary material.230

At high energy significance, two secondary peaks at ±25 ns are clearly visible, associated with out-of-time231

pile-up from the previous and next bunch-crossings. The asymmetry visible between positive and negative232

cell time is due to the LAr calorimeter being a�ected by a larger number of bunch-crossing happening233

before the current one than after it.234

At lower energy significance, on the other hand, the time resolution worsens, and the secondary peaks235

cannot in general be distinguished. When limiting the study to candidate seed cells, i.e. those with energy236

significance greater than S = 4, the three peaks are separated well enough to justify a selection on the237

absolute cell time, by requiring it to be within half the distance from the secondary peaks (±12.5 ns).238

Multiple approaches to implementing a cell time cut in topo-cluster building have been explored. The most239

relevant are detailed below.240
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Calorimeter topo-clusters
o Building method based on cell energy significance E/𝜎E
• Topo-cluster seed: cell passing |E|/𝜎E>4
• Neighbouring cells iteratively collected

o Improvement: further suppress out-of-time pile-up using 
calorimeter time measurement

31/07/23
Margherita Spalla - BOOST 2023

±12.5 ns

Next 
bunch 
crossing

Previous 
bunch 
crossings

11

o Time 
resolution is 
good for large 
enough E 
significance

CHECK OUT 

POSTER BY 
M.S.!

ATLAS-CONF-2023-042

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-042/
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Figure 2: Time and energy significance for calorimeter cells in the second layer of the LAr EM barrel calorimeter.
(a) shows the bi-dimensional cell time vs significance spectrum. The cell time is computed if the cell energy exceeds
a given threshold (typically 3 · �EM

noise,cell), below which a default value of t = 0 is stored. The dashed vertical line
represents the seed candidate requirement S = 4 (Eq. 3), while the horizontal lines represent the cell time rejection
limit of ±12.5 ns. The three dotted vertical lines represent the three possible values considered for the Upper
Limit (see Section 4.2.3). (b) shows the comparison between the inclusive cell time spectrum and the one for seed
candidates (|E |/�E > 4). The vertical lines represent the cell time rejection limit of ±12.5 ns.

4.2 The time cut226

As discussed in Section 2.1, both the ATLAS LAr and Tile calorimeters provide a time measurement for227

signals of su�ciently large energy. Figure 2 shows the distribution of energy significance and time of228

calorimeter signals in real data. Calorimeter cells belonging to the LAr EM barrel region are picked as an229

example, but similar distributions occur in other sub-detectors, Figures are provided as auxiliary material.230

At high energy significance, two secondary peaks at ±25 ns are clearly visible, associated with out-of-time231

pile-up from the previous and next bunch-crossings. The asymmetry visible between positive and negative232

cell time is due to the LAr calorimeter being a�ected by a larger number of bunch-crossing happening233

before the current one than after it.234

At lower energy significance, on the other hand, the time resolution worsens, and the secondary peaks235

cannot in general be distinguished. When limiting the study to candidate seed cells, i.e. those with energy236

significance greater than S = 4, the three peaks are separated well enough to justify a selection on the237

absolute cell time, by requiring it to be within half the distance from the secondary peaks (±12.5 ns).238

Multiple approaches to implementing a cell time cut in topo-cluster building have been explored. The most239

relevant are detailed below.240
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The cell ‘time cut’
o Requirement for seeding a cluster modified to:

➤Cells passing |Ecell|/𝜎E>4 but failing |tcell|<12.5 ns are also vetoed from 
being collected as neighbouring cells

o Cut switched off for E significance greater than xUL to avoid 
rejecting phase space potentially sensitive to Long-Lived-
Particles signals with higher significance
• Multiple xUL tested:

31/07/23

o Multiple cuts compared on 
both data and MC

o XUL = 20 ultimately preferred

12

CHECK OUT 

POSTER BY 
M.S.!

ATLAS-CONF-2023-042

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-042/
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The time cut: an example
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Ø One event from Run 2

Calorimeter cells

o Spurious contributions are removed
o Signal cluster becomes cleaner

standard 
topo-clustering

topo-clustering 
with time cut

ATLAS Public Plots

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LArCaloPublicResults2015
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Figure 7: Comparison between jet pT spectra obtained when the Seed, Seed Extended and no time cut are used. The
Seed Extended cut is also shown in combination with the Upper Limit for XUL = 40, XUL = 20, XUL = 10. (a): jets
matching HS-truth jets. (b): jets matching IT-truth jets. (c): jets matching OOT-truth jets. Uncertainties on the
cut / no-cut ratios have been computed by splitting the available sample into sub-samples and re-computing the
cut / no-cut ratio for each sub-sample. The vertical dashed line represents the minimal jet pT normally required for
analyses (20 GeV).
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The time cut performance
o Suppresses out-of-time jets while preserving in-time signals
• About -60% at pT=20 GeV

o Overall reduces disk size by about -6% per event
(including effect on other physics objects not described here)
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ATLAS-CONF-2023-042

ü Preferred 
option: 
xUL=20
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Figure 4: Kinematics of reconstructed topo-clusters, comparison between no time cut, the Seed cut, the Seed Extended
cut and the Seed Extended cut combined with multiple choices of Upper Limit: XUL = 40, XUL = 20 and XUL = 10.
Each kinematic moment of topo-clusters is defined as the weighted average of the property of interest over the cells
contributing to the cluster [3]. Topo-clusters with energy Ecl > 0 are shown. Plots are normalised to the total number
of positive energy topo-clusters per event. Uncertainties on the cut / no-cut ratios have been computed by splitting the
available sample into sub-samples and re-computing the cut / no-cut ratio for each sub-sample. The root-mean-square
of the distribution of the ratio has been used to estimate the ratio uncertainty.
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Moving towards the future
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Figure 1: The stacked distributions of the signal time Cclus (a) for electromagnetic, hadronic and composite topo-clusters
randomly selected from calorimeter jets in fully simulated pp collision events including pile-up, but due to the
⇢

dep
clus > 300 MeV requirement without clusters purely generated by pile-up. In (c), the stacked distributions of the

topo-cluster signal density dclus are shown for the same sample and the same respective cluster categories. The lower
panels in both (a) and (c) show the relative contribution of each topo-cluster category to the probability density of
Cclus and dclus, respectively. The dependence of the topo-cluster response REM

clus at electromagnetic energy scale on
(b) the cluster time Cclus and (d) the cluster signal density dclus are shown in addition. All four estimators of the
tendency of centrality discussed in Section 3.3 for the Rclus distributions in bins of Cclus and dclus are analysed. The
shaded area in (b) and (d) represent the IQR 5 =68% range defined in Eq. 2 of the respective distributions. Statistical
uncertainties are considered in these two figures and shown as error bars if larger than the symbol size.

of Cclus affected by (out-of-time) pile-up, while the evolution of REM
clus as a function of dclus is dominated

by the nature of the particles contributing to the energy deposit. Outside of the considerations of issues
related to pile-up and the comparability between MC simulations and data, similar investigations were
performed for all features in O

ML
clus.

Figure 1 shows the distributions of the topo-cluster time Cclus and the signal density dclus for electromagnetic,
hadronic and composite clusters. The Cclus distributions of Figure 1(a) show that topo-clusters with
|Cclus | > 12.5 ns that are outside of the in-time collision window are to about 70% of hadronic origin.
This is a strong indication that hadronic topo-clusters have a considerable likelihood to include pile-up
contributions that significantly affect Cclus. Signals from photons in the jets are less affected by pile-up due

15

Topo-cluster calibration
o Calibrating cluster: correct for energy 

losses and calorimeter non-
compensation

o Current version (Local hadronic Cell 
Weighting or LCW) 
• has been used widely for boosted 

analysis, e.g. jet sub-structure
• LCW: identification of EM vs HAD 

clusters and calibration based on 
look-up table

o Wide interest in ML-based 
alternatives
• Earlier results have looked at point-

cloud + GNN approaches using cells 
and tracks 

   (e.g. ATL-PHYS-PUB-2022-040)
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Figure 10: Distribution of the likelihood PEM
clus(⇢clus/EEM

clus, �clus) for reconstructed topo-clusters to originate from an
electromagnetic shower as a function of the shower depth �clus and the normalised cluster signal density ⇢clus/EEM

clus,
with ⇢clus = h⇢celli being the energy-weighted average of ⇢cell. The shown distribution is determined as described
in the text, in a selected bin of the cluster energy EEM

clus and the cluster direction ⌘clus. The red line indicates the
boundary of the PEM

clus > 50 % selection, below which the topo-cluster is classified as mostly electromagnetic (“EM-
like”) and above which it is classified as mostly hadronic (“HAD-like”). The small EM-like area at the edge of the
HAD-like region stems from neutral pions showering late. These areas are typical in regions of the detector where
the second layer of the EM calorimeter is thinner and substantial parts of the shower are deposited in its last layer.
The larger volume of the cells in this last layer leads to the reduced energy density while the position at the back of
the EM calorimeter means a larger �clus.

the corresponding simulations of charged pions to determine the HAD calibrations and corrections. The
signals in these simulations are reconstructed with thresholds corresponding to the nominal �EM

noise for a
given run period, which reflects the pile-up conditions according to Eq. (1) in Sect. 2.2.2. Only electronic
noise is added into the signal formation in the MC simulation, so that the derived calibrations and cor-
rections e↵ectively correct for signal losses introduced by the clustering itself. In particular, additional
signal from pile-up and modifications of the true signal by out-of-time pile-up are not considered, as these
are expected to cancel on average.

5.2 Cluster classification

As discussed in Sect. 4, most topo-clusters provide geometrical and signal moments sensitive to the nature
of the shower producing the cluster signal. In particular, electromagnetic showers with their compact
shower development, early starting point and relatively small intrinsic fluctuations can generate cluster
characteristics very di↵erent from those generated by hadronic showers. The latter are in general sub-
jected to larger shower-by-shower fluctuations in their development and can be located deeper into the
calorimeter. In addition, the hadronic showers show larger variations of their starting point in the calori-
meter. A classification of each topo-cluster according to its likely origin determines the most appropriate
mix of EM and HAD calibration and correction functions to be applied.
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Figure 1: The stacked distributions of the signal time Cclus (a) for electromagnetic, hadronic and composite topo-clusters
randomly selected from calorimeter jets in fully simulated pp collision events including pile-up, but due to the
⇢

dep
clus > 300 MeV requirement without clusters purely generated by pile-up. In (c), the stacked distributions of the

topo-cluster signal density dclus are shown for the same sample and the same respective cluster categories. The lower
panels in both (a) and (c) show the relative contribution of each topo-cluster category to the probability density of
Cclus and dclus, respectively. The dependence of the topo-cluster response REM

clus at electromagnetic energy scale on
(b) the cluster time Cclus and (d) the cluster signal density dclus are shown in addition. All four estimators of the
tendency of centrality discussed in Section 3.3 for the Rclus distributions in bins of Cclus and dclus are analysed. The
shaded area in (b) and (d) represent the IQR 5 =68% range defined in Eq. 2 of the respective distributions. Statistical
uncertainties are considered in these two figures and shown as error bars if larger than the symbol size.

of Cclus affected by (out-of-time) pile-up, while the evolution of REM
clus as a function of dclus is dominated

by the nature of the particles contributing to the energy deposit. Outside of the considerations of issues
related to pile-up and the comparability between MC simulations and data, similar investigations were
performed for all features in O

ML
clus.

Figure 1 shows the distributions of the topo-cluster time Cclus and the signal density dclus for electromagnetic,
hadronic and composite clusters. The Cclus distributions of Figure 1(a) show that topo-clusters with
|Cclus | > 12.5 ns that are outside of the in-time collision window are to about 70% of hadronic origin.
This is a strong indication that hadronic topo-clusters have a considerable likelihood to include pile-up
contributions that significantly affect Cclus. Signals from photons in the jets are less affected by pile-up due

15

Topo-cluster calibration with Neural-Network
o NN learns the topo-cluster energy 

response ℛEM
clus

o Trained on topo-cluster moments
➤Weighted average over cells in the 

clusters
• Same approach as LCW 

➤pile-up information (𝜇, NPV) also 
considered

üCan apply to data formats not 
including cells (accessible at analysis 
level)

o Architectures: 
• fully connected Deep Neural 

Network (DNN)
• Bayesian Neural Network (BNN)
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Results from further investigations of the improvement of the signal linearity are collected in Figures 6 and
7. Depending on the feature, both trained DNN and BNN show improvements of the signal linearity. The
significant improvements are found when evaluating the linearity as functions of the features to which the
hadronic calibration in LCW is mostly agnostic.
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Figure 8: The relative local energy resolution estimate frel (⇤^
clus) for topo-clusters, as determined using Eq. 17, is

shown for the four scale ^ 2 {EM, had,DNN,BNN} as a function of the energy ⇢
dep
clus deposited in topo-clusters. The

topo-clusters are collected from jets in fully simulated pp collision events including pile-up. Statistical errors are
included and show as error bars if larger than the symbol size.

5.3 Relative local energy resolution

The measure of the relative local12 energy resolution employs &F
5 =68% and the median of the respective

⇤clus distribution, both measured in bins of ⇢dep
clus. It is determined following the prescription in Eq. 4 of

Section 3.3,

frel(⇤^
clus) =

&
F
5 =68%(⇤^

clus)
2 ⇥ h⇤^

clusimed
. (17)

Here ^ 2 {EM, had,DNN,BNN} indicates the signal scale choice.

The results of the evaluation of frel(⇤^
clus) as a function of the deposited energy ⇢

dep
clus are shown in Figure 8.

The DNN and BNN perform better than ⇢
had
clus and ⇢

EM
clus, especially at low ⇢

dep
clus. As expected, frel(⇤had

clus)
performs better than frel(⇤EM

clus) and approaches the resolution of the ML-derived calibration at highest
energies. The relative resolutions at the DNN and BNN scales are largely similar and do not indicate a
strong network preference.

The improvements in signal linearity when evaluated as a function of the in-time (metric provided by
#PV) and the out-of-time (metric provided by `) pile-up activity presented in Figure 7(d) and (e) show a
significant level of pile-up mitigation by the DNN and, to a slightly lesser degree, by the BNN, at the level

12 This reference indicates that the energy resolution is measured for topo-clusters located in various regions of the calorimeter.
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Figure 3: The precision to which the trained topo-cluster calibration networks can predict the response REM
clus of

topo-clusters in fully simulated jets, as determined with the four measures of centrality introduced in Section 3.3, is
shown for the DNN ( DNN

clus ) as a function of the deposited energy ⇢dep
clus in (a). In (b), the corresponding dependence of

the BNN-trained prediction power ( BNN
clus ) on ⇢dep

clus is shown. The dependence of  DNN
clus and  BNN

clus on the topo-cluster
kinematics is shown for ⇢EM

clus in (d) and (c) and for HEM
clus in (e) and (f), respectively. The shaded areas indicate the

IQR 5 =68% ( clus) range. The vertical error bars indicate statistical uncertainties and are visible if larger than the
symbol size.
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Figure 3: The precision to which the trained topo-cluster calibration networks can predict the response REM
clus of

topo-clusters in fully simulated jets, as determined with the four measures of centrality introduced in Section 3.3, is
shown for the DNN ( DNN

clus ) as a function of the deposited energy ⇢dep
clus in (a). In (b), the corresponding dependence of

the BNN-trained prediction power ( BNN
clus ) on ⇢dep

clus is shown. The dependence of  DNN
clus and  BNN

clus on the topo-cluster
kinematics is shown for ⇢EM

clus in (d) and (c) and for HEM
clus in (e) and (f), respectively. The shaded areas indicate the

IQR 5 =68% ( clus) range. The vertical error bars indicate statistical uncertainties and are visible if larger than the
symbol size.
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Topo-cluster calibration with Neural-Network (2)

o Improved resolution, less 
dependent on  pile-up

o DNN provides a better response 
estimation than BNN

o Promising proof of principle for 
further investigation into 
constituent calibration
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Summary

o Multiple improvements building on Run 2 acquired knowledge
• To be applied during Run 3 
• As well as moving towards HL-LHC
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o Reconstruction and calibration of 
low-level objects getting increasing 
interest
• Thanks to ML developments as well as 

never-before used information

o Stay tuned for more developments to 
come!

Average view of 137 (sparse!) events 
in the LAr end-cap. 
From ATLAS public plots

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LArCaloPublicStableBeam2022


Backup

31/07/23 Margherita Spalla - BOOST 2023 20



31/07/23 Margherita Spalla - BOOST 2023 21

1

0.8

0.6

0.4

0.2

-0.2

0

R
el

at
iv

e 
am

pl
itu

de
 

0 100 200 300 400 500 600
Time [ns] 

td

ATLAS

Figure 3: The pulse shape in the ATLAS LAr calorimeters. The unipolar triangular pulse is the current pulse in the
liquid argon generated by fast ionising particles. Its characteristic time is the drift time (charge collection time) td,
with td ⇡ 450 ns in the example for the central EMB calorimeter shown here. The shaped pulse is superimposed,
with a characteristic duration of ⌧signal ⇡ 600 ns. The full circles on the shaped pulse indicate the nominal bunch
crossings at 25 ns intervals. The figure has been adapted from Ref. [14].

have an out-of-time pile-up signal contribution which is stable within the bunch-to-bunch fluctuations in
the beam intensity. In 2012 data a dedicated cell-by-cell correction is applied in the o✏ine cell signal
reconstruction to compensate for the corresponding variations in the out-of-time pile-up. Further details
of the ATLAS liquid-argon calorimeter read-out and signal processing can be found in Ref. [15].

Even with a constant proton bunch intensity and apart from the bunch train e↵ects, the e�ciency of pile-up
suppression by signal shaping is reduced by the large fluctuations in the number of additional interactions
from bunch crossing to bunch crossing, and by the di↵erent energy-flow patterns of the individual col-
lisions in the time window of sensitivity ⌧signal in the LAr calorimeters. Consequently, the signal shows
a principal sensitivity to pile-up, even after shaping and digital filtering in the read-out. This is evid-
ent from the residual event-by-event deviation of the cell-signal baseline, which depends on the specific
pile-up condition at the time of the triggered event, from the (average zero) baseline expected from the
signal shaping. These baseline fluctuations can lead to relevant signal o↵sets once the noise suppression
is applied, which is an important part of the calorimeter signal extraction strategy using topo-clusters
presented in Sect. 3.

The Tile calorimeter shows very little sensitivity to pile-up since most of the associated (soft particle)
energy flow is absorbed in the LAr calorimeters in front of it. Moreover, out-of-time pile-up is suppressed
by a shorter signal collection time and a short pulse shaping time, reducing the sensitivity of the signal to
only about three bunch crossings at 50 ns intervals [12].
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ATLAS DRAFT

(Tile Calorimeter), segmented into three barrel structures within |⌘ | < 1.7, and two copper/LAr hadronic96

endcap calorimeters. The solid angle coverage is completed with forward copper/LAr and tungsten/LAr97

calorimeter modules optimised for electromagnetic and hadronic energy measurements respectively.98

Electromagnetic and hadronic calorimeters based on LAr technology, are collectively referred to as the LAr99

Calorimeter in the following. Additional details about the timing measurements in the ATLAS calorimeters100

are provided in Section 2.1.101

The muon spectrometer (MS) comprises separate trigger and high-precision tracking chambers measuring102

the deflection of muons in a magnetic field generated by the superconducting air-core toroidal magnets.103

The field integral of the toroids ranges between 2.0 and 6.0 Tm across most of the detector. Three layers104

of precision chambers, each consisting of layers of monitored drift tubes, covers the region |⌘ | < 2.7,105

complemented by cathode-strip chambers in the forward region, where the background is highest. The106

muon trigger system covers the range |⌘ | < 2.4 with resistive-plate chambers in the barrel, and thin-gap107

chambers in the endcap regions.108

Interesting events are selected by the first-level (L1) trigger system implemented in custom hardware,109

followed by selections made by algorithms implemented in software in the high-level trigger (HLT) [13].110

The first-level trigger accepts events from the 40 MHz bunch-crossings at a rate below 100 kHz, which111

the high-level trigger further reduces in order to record events to disk at about 1 kHz. Triggers with too112

high acceptance rates are pre-scaled, i.e. only a fraction of the passing events are written to disk. A113

pre-scale factor is then applied to estimate the original rate. An extensive software suite [14] is used in data114

simulation, in the reconstruction and analysis of real and simulated data, in detector operations, and in the115

trigger and data acquisition systems of the experiment.116

2.1 Calorimeter timing measurement117

In addition to the energy deposited in each cell, both the LAr and Tile calorimeters can measure the time of118

arrival of the particle depositing the energy. LAr signals are read-out using Front End Boards (FEB). The119

signal is shaped, sampled at 40 MHz and four samples are digitised if the events passes the L1 trigger.120

The shape of the LAr signal has been optimised to minimise noise contribution [15]. An example of121

the typical LAr calorimeter pulse shape is shown in Figure 1. The long negative tail of the shaped LAr122

pulse implies that out-of-time pile-up will provide a negative energy contribution on average, while that123

of in-time pile-up will be positive on average. In this way the average pile-up energy per-event is zero.124

The signal amplitude A (proportional to its energy) and timing (t) are both reconstructed using an optimal125

filtering algorithm [16] applied to the digitised samples Si:126

A =
nsamples’
i=1

aiSi, t =
1
A

nsamples’
i=1

biSi, (1)

where the optimal filtering coe�cients ai , bi are computed from predicted pulse shape and measured noise.127

The cell time is only measured if the detected energy is above a certain configurable threshold. Typically,128

threshold values equal to three times the cell noise are used (3�noise). If the reconstructed energy is below129

threshold, then the timing is not computed and t = 0 is stored.130

The LAr time measurement is synchronised with the LHC clock and fine-tuned at the FEB-level [17]. Time131

alignment corrections are re-derived using beam-splash and early collision data [18]. The measured time is132
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Figure 1: Schematics of the application sequence for the topo-cluster energy calibration, with the LCW sequence on
the bottom and the ML-derived local calibration on the top. The use of features as inputs to the various modules is
indicated. The principal group of cluster features used in both calibrations includes the basic cluster signal ⇢EM

clus, its
rapidity H

EM
clus, its signal density dclus and the depth of the cluster in the calorimeter _clus. All features are further

explained in Table 1, in the text and in Ref. [2].

Item A refers to the fact that with increasing particle energy the rising internal electromagnetic energy389

fraction of the hadronic showers brings the hadronic response closer to the electromagnetic one at the same390

deposited energy, see Ref. [27], for example.391

The hadronic shower development and its energy dependence generates topo-clusters with different spatial392

and signal density features. In addition, the changing calorimeter technologies and readout granularity393

introduce dependencies of the topo-cluster signals, shapes and sizes on the calorimeter region it is located394

in, i.e. its direction H
EM
clus. Both items C and D affect the topo-cluster size, shape and location as well, while395

item F is represented by #PV and ` and influences REM
clus by modification of both ⇢

EM
clus (all pile-up) and396

Cclus (largely out-of-time pile-up).397

A particular consideration is the pile-up dependence of a given feature. As already discussed, features do398

not need to be stable against pile-up but their sensitivity to it should be reflected in REM
clus . The application399

of the MC-simulation-derived topo-cluster calibration that employs one or more pile-up dependent features400

to experimental data requires that these dependencies are well modelled. In general, the multi-dimensional401
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