
Let’s talk about jets!

- Let’s talk about (what I think are) the 

good things and the bad things -
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Precision measurements with jet substructure
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Figure 26: (a) Normalized parton-level fiducial phase-space double-differential cross-sections as a function of the
absolute value of the leading top-quark rapidity and ?T, compared with the P�����+P����� 8 calculation. Data
points are placed at the centre of each bin and the P�����+P����� 8 calculation is indicated by solid lines. The
measurement and the prediction are normalized by the factors shown in parentheses to aid visibility. (b) The ratios of
various MC calculations to the normalized parton-level fiducial phase-space differential cross-sections. The dark and
light grey bands indicate the total uncertainty and the statistical uncertainty, respectively, of the data in each bin.
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• In the ATLAS TDR 15 top quarks 
play an important role  a lot of 
them to study


• “largest sample of tt events 
consists of six-jet events from 
the fully hadronic decay mode”


• Reduces combinatorics 
significantly if large-R jets are 
considered


• By now precision measurements 
of boosted top quarks

→

Let’s fin
d out ab

out the 
agreem

ent in t
he 

second leading jet 
and how good we can 

constra
in EFT parameters with thisDifferential   cross-section measurements 

using boosted top quarks in the all-hadronic 
final state with 139 fb  of ATLAS data

tt̄

−1

https://indico.physics.lbl.gov/event/975/contributions/8313/
https://arxiv.org/abs/2205.02817
https://inspirehep.net/files/315b42523bf67133e14db36eb9946109
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Top quark mass measurement with large-R jets

3

21

mass

G
eVfb

 
 je

t
md
σd

 

Data

POWHEG

CMS

 (13 TeV)-1138 fb

0

5

10

15

20

 

120 140 160 180 200 220
GeV  jetm

0.5

1

1.5

Da
ta

Th
eo

ry

  mass

G
eV1

 
 je

t
md
σd

 
σ1

 

Data
 = 169.5 GeVtm
 = 172.5 GeVtm
 = 175.5 GeVtm

CMS

 (13 TeV)-1138 fb

0

0.01

0.02

0.03

0.04
 

120 140 160 180 200 220
GeV  jetm

0.5

1

1.5

D
at

a
Th

eo
ry

  

Figure 11: Differential tt production cross section as a function of mjet compared to predictions
obtained with POWHEG: absolute (left) and normalised (right). For the normalised measure-
ment, the data are compared to predictions with different mt . The vertical bars represent the
total uncertainties, and the statistical uncertainties are shown by short horizontal bars. The
long horizontal bars reflect the bin widths. Theoretical uncertainties in the prediction are indi-
cated by the bands. The lower panels show the ratio of the theoretical prediction to data.

negative correlations.

In order to validate that the determination of mt is unbiased, we perform the mt measurement
using simulated samples with various values of mt . The obtained value of mt is compared to
the true value in Fig. 13. In this comparison, all extracted values agree with the respective true
values of mt , demonstrating the validity of the mass extraction.

Performing the extraction on collision data and considering all sources of uncertainties, we
extract mt using the POWHEG+PYTHIA simulation,

mt = 173.06 ± 0.24 (stat) ± 0.61 (exp) ± 0.47 (model) ± 0.23 (theo) GeV

= 173.06 ± 0.84 GeV.

With respect to the previous CMS measurement at 13 TeV [36], this corresponds to an improve-
ment by more than a factor of three in terms of precision. This measurement from boosted
top quark production has an uncertainty comparable with the most precise mt extractions from
fully resolved final states [9–15].

When unfolding the 2016, 2017 and 2018 data separately and extracting mt from these three
independent measurements, we find agreement between the extracted values of mt to better
than one standard deviation. All three values are compatible with the combined value to better
than one half standard deviation. We find the same when unfolding the electron and muon
channels separately.

The individual sources of uncertainty and their impact on the mass extraction are detailed in
Table 1. The dominant experimental uncertainties are connected to the calibration of the JER,
the JMS calibration, and the JMS b flavour uncertainty, also visible in Fig. 10. The dominant
modelling uncertainties arise from the choice of the mt and hdamp parameters in the tt simula-
tion. Compared to the previous measurement, the dedicated measurement of the JMS leads to
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• Measured the top quark mass to 173.06 ± 0.84 GeV  compatible with other 
measurements (l+jets & all-hadronic resolved)


• Reduced systematic uncertainty by

1. dedicated calibration of the jet mass scale using the W as constrain

2. study of the effects of final state radiation inside large-radius jets  

→

https://arxiv.org/abs/2211.01456
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Improving MC = improving substructure modeling?
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Figure 8: The normalised distributions in t32 for AK8 jets with mjet > 140 GeV from the
hadronic decay of boosted top quarks. Shown are distributions for 2016 (left) and the combina-
tion of 2017 and 2018 (right). The background-subtracted data are compared to tt simulations
with the UE tunes CUETP8M2T4 for 2016 and CP5 for the combination of 2017 and 2018, and
different values of fFSR are shown as well. The lower panels show the ratio to the tt simulation
with fFSR = 1.

t32 distributions,
gi( fFSR) = ai + bi log f

�2
FSR + ci f

�2
FSR, (4)

with the free parameters ai, bi, and ci. The functional form of gi is inspired by the logarithmic
dependence of aFSR

S on the square of the modified energy scale ( fFSRµ)2. The values of the free
parameters are determined in a fit to simulation, sampled at the points fFSR 2 {

1
2 , 1, 2} in 2016

and fFSR 2 {
1
4 , 1

2 , 1p
2
, 1,

p
2, 2, 4} in 2017 and 2018.

The compatibility with the data is tested with a c2 function, equivalent to the definition in
Eq. (3). The vector of differences is built from the normalised background-subtracted data, and
the predictions gi( fFSR). The uncertainties taken into account by the covariance matrix include
statistical uncertainties from data with correlations from the normalisation, and systematic un-
certainties in the JECs and in the predictions gi( fFSR). The latter are conservatively estimated
by using the largest statistical uncertainty in a given bin i from any of the points obtained from
the simulated samples with different values of fFSR. This choice was made because the point
with fFSR = 4 has the smallest statistical precision due to the presence of a large spread of
weights in the simulation. The statistical uncertainty in data is the dominant uncertainty in
this measurement.

The best fit value of fFSR is obtained by minimising the c2 function. Uncertainties corre-
sponding to one standard deviation are evaluated at c2

min + 1. We obtain the best fit values
fFSR = 0.97 ± 0.07 for 2016, and fFSR = 0.33 ± 0.02 for the combined data of 2017 and 2018.
The uncertainties in fFSR take into account statistical and leading systematic sources, where the
latter are dominated by changes of the modelling in simulation, as described in Section 10. The
modelling uncertainties included are uncertainties in the initial state radiation (ISR), the colour
reconnection model, the underlying event tune, and the matching between matrix element and
the parton shower. Experimental uncertainties considered are uncertainties in the JECs, the
additional XCone-jet corrections, and JMS. We have found that the t32 distributions obtained
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• CMS changed their PYTHIA tune from 2016 (CUETP8M1) to 2017 (CP5) which showed 
improvement in several phase spaces (CMS-GEN-17-001)


• Major change in  from 0.1365 to 0.118


• Variables like N-subjettiness very sensitive to these changes
αFSR

s (m2
Z)

https://arxiv.org/abs/2211.01456
https://arxiv.org/pdf/1903.12179.pdf
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Jet substructure measurements
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Figure 10: Four different slices of the primary Lund jet plane density of AK8 jets compared
to predictions generated with PYTHIA8 using tunes CP2, CP5, Monash, and CUEP8M1. The
band represents the total experimental uncertainty. The upper two panels correspond to ver-
tical slices of the Lund jet plane for fixed ln(R/DR) (large angles on upper left, small angles
on upper right). The lower two panels correspond to two different horizontal slices for fixed
ln(kT/ GeV): the lower left panel corresponds to low kT splittings and spans the full range in
ln(R/DR), whereas the lower right panel corresponds to high-kT splittings, which populate
mostly wide-angle radiation.
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ln(1/�R)

Figure 2: Schematic diagram of the physical effects affecting different regions of the primary
Lund jet plane. Initial-state radiation (ISR) and the underlying event (UE) activity affect wide
angle radiation. Hadronization affects the low ln(kT/ GeV) region at all angles. Soft and hard
collinear parton splittings affect the rest of the Lund jet plane. The diagonal line represents the
kinematical limit of the primary Lund jet plane, which corresponds to p

j1
T = p

j2
T .

antiquark pairs). The hard scale used in the evolution of aS is given by the kT of an emission
[8]. The fact that the Lund jet plane density scales with aS(kT) means that the emission density
is expected to be approximately uniform for large kT values, and that the density of emissions
grows rapidly at small kT following the running of the strong coupling aS µ 1/ ln(kT). For kT
values of the order of 1 GeV or lower, there is a transition towards the nonperturbative regime,
dominated by hadronization effects.

The primary Lund jet plane density provides detailed information about the radiation pat-
tern of the jet, which branches out to numerous applications in high energy physics. For in-
stance, measurements of the primary Lund jet plane density can be used to improve the parton
shower, hadronization, and UE activity modeling, since their effects approximately factorize in
the Lund jet plane [8], as illustrated in Fig. 2. Precision measurements of the Lund jet plane
density can be used to benchmark the next generation of general purpose parton showers with
resummation at next-to-leading-logarithmic (NLL) accuracy [13–20]. Recently, the Lund jet
plane has been used to obtain the first direct evidence of the dead cone effect in heavy-flavor
jets [21]. Highly boosted color-singlet particles have unique signatures in the Lund jet plane,
which can be exploited for jet flavor tagging [8, 22, 23]. The Lund jet plane can provide an
effective space-time picture of the quark-gluon plasma created in ultrarelativistic heavy-ion
collisions [9]. Substructure observables obtained with grooming techniques [1–4], such as the
groomed jet radius or groomed momentum fraction obtained with the soft drop grooming al-
gorithm [24, 25], effectively select a subset of emissions of the primary Lund jet plane. The
primary Lund jet plane can be calculated analytically in the framework of perturbation the-
ory [12]. The latest calculations include corrections at next-to-leading order (NLO) in aS for the
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• Similar behaviour of the FSR seen in recent 
Lund Jet Plane (LJP) measurement


• LJP = a representation of the phase space of 
emissions inside jets 


• For the first time done for large-R jets with 
charged particles only


• can be used as an input to improve event 
generators and parton showers

http://cds.cern.ch/record/2853467?ln=en
https://indico.physics.lbl.gov/event/975/contributions/8312/
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Figure 7: Particle-level normalized di�erential cross-sections as a function of ⌧32 for the data and several NLOME+PS
MC predictions. The unfolded results shown are in both the `+jets (left) and all-hadronic (right) channels. The lower
pad shows a ratio between the predictions and the data. The yellow band represents the total uncertainty on the
measured di�erential cross-section while the orange band shows the statistical component.
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Figure 8: Particle-level normalized di�erential cross-sections as a function of ⌧21 for the data and several NLOME+PS
MC predictions. The unfolded results shown are in both the `+jets (left) and all-hadronic (right) channels. The lower
pad shows a ratio between the predictions and the data. The yellow band represents the total uncertainty on the
measured di�erential cross-section while the orange band shows the statistical component.
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Let’s see
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e 

variable
s in the

• Combination of lepton+jets and all-hadronic final states  
enable measurements of the substructure of with average 

 > 500 GeV 


• Variable defined using charged particles only

• A lot of different substructure variables measured

→

pT

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-027/
https://indico.physics.lbl.gov/event/975/contributions/8313/
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Figure 17: Systematic uncertainty in the MPF response ratios as a function of ?T for jets calibrated up to, and
including, the [ intercalibration in W+jet events. Uncertainties arise from JVT, the subleading jet veto and �qref, jet

requirement in the analysis selection. Uncertainties due to photon energy scale and resolution are propagated through
the analysis. The statistical uncertainty of the MC-to-data response ratios and the uncertainties due to choice of event
generators and photon purities are shown. Each uncertainty is smoothed to suppress statistical fluctuation.
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• The calibration of jets depends on 
the simulation


• One leading uncertainty at low  
comes from the MC generators


• At high  it is the photon scale  
we need a good understanding of 
the detector as well

pT

pT →

Let’s fin
d out more abo

ut 

the new
 jet cal

ibration
 

techniqu
es for R

un3

https://indico.physics.lbl.gov/event/975/contributions/8269/
https://arxiv.org/abs/2303.17312
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Figure 5: (a) The jet ?T response distribution for di�erent jet flavours for jets with 20 GeV < ?
true
T < 25 GeV, and (b)

the jet ?T response for several di�erent flavours of jets as a function of ?true
T . The solid line shows the response for

gluon jets, the long dashed line shows the response for light quark jets, the short dashed line shows strange jets, the
alternating medium and short dashed line shows charm jets, and the alternating long and short dashed line shows
bottom jets.
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Figure 6: The jet ?T response as a function of ?true
T for several di�erent MC predictions for (a) quark jets, and (b)

gluon jets. The solid line shows P����� 8, the long dashed line shows H����� with an angular ordered parton
shower, the short dashed line shows H����� with a dipole shower, the alternating medium and short dashed line
shows Sherpa with the AHADIC hadronisation model, the alternating long and short dashed line shows Sherpa with
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• Jet response of quark and gluon jets very 
different especially at low 


• Gluon response depends a lot on the MC 
generator / tune used


• LEP data tunes like Sherpa ahadic++ help 
to tune the charged hadron content

pT

talk by Margherita
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https://arxiv.org/abs/2303.17312
https://indico.physics.lbl.gov/event/975/contributions/8269/
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Roman Kogler

Future Directions (?)
‣ Combine advantages of PF and TCC in ATLAS

• Single, optimal reconstruction of final state for all use cases

‣ CMS PF developed with low PU in mind
• Fantastic performance, even at Run 2

• Developments needed for HL-LHC
- Upgraded detectors with longitudinal segmentation,  

higher granularity, extended η coverage… 

- Improvements can help already now

‣ More consistent treatment of JES, JER, JMS and JMR
• Simultaneous determination

• Factorized approach has advantages, but can introduce double-
counting of uncertainties, unknown correlations

 17 Advances in Jet Substructure for Tagging

Boost 2018 - 

Advances in jet 

substructure for 

tagging by Roman
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Jet mass scale correction factor measured with Substructure tagger
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Figure 7: The jet mass scale correction factor as a function of (! for the $ scale in the two different samples, semileptonic 
,,  and hadronic $(&&)+jets), separately (left) and for the top jet mass and $ jet mass scale in the combined fit (right) 
derived with respect to 2017 data. The signal regions are selected with the jet substructure taggers. The error bars 
correspond to the full uncertainty after a fit to data including the statistical and all systematic uncertainty sources.
The jet mass scale correction factor for the 0 jet mass scale is consistent across the samples (left). The right plot shows the 
independent mass scales for 0 and top jets are consistent when derived in a combined simultaneous fit of both samples with 
each other and with the combined measurement of scenario 3 (purple triangles). Both correction factors are below 2%. CMS Collaboration

Jet mass scale correction factor measured with Substructure tagger

14

Figure 8: Jet mass scale correction factor as function of )A
measured in 2017 data using substructure variables for jet
tagging. The plot shows scenario 3 where one mass scale for
0 and top jets is assumed.
The purple triangles corresponds to the purple triangles on the
last slide. The purple band has the results of fits, where the pre-
fit templates have been derived with up and down variation of
the jet energy correction uncertainty propagated to the jet soft
drop mass *BC, added in quadrature to the total purple error
bar. The green circles show the results with an additional
nuisance parameter to account for the uncertainty of jet energy
corrections propagated to the jet mass.
The blue squares show the fit result, where the jet energy
correction has been applied to the jet )A, but not on the jet soft
drop mass *BC.

The measurements with and without jet energy correction applied to ($% (blue squares and purple triangles respectively) show, that the jet energy 
corrections bring the jet mass scale close to unity, but not completely. The small difference of the jet mass scale correction factor from unity (<1σ) hints 
that the jet mass scale and jet energy scale are not fully correlated, and thus the jet energy corrections may not fully apply to the jet mass scale. The 
purple band shows the systematic uncertainty coming from the jet energy correction uncertainty propagated to the soft drop mass (i.e. assuming they are 
100% correlated). This shows that this deviation from unity can be covered by the jet energy correction uncertainties. The green circles yield a value close 
to unity and demonstrate that jet mass scale differences between data and simulation can be covered by the jet energy uncertainties under the 
assumption of 100% correlation between jet mass scale and jet energy scale. Overall the jet mass scale correction factor is below 1% from unity. 

• Calibration of the jet mass scale in two independent samples

• Correlation between jet energy and mass scale

• Good agreement of jet mass scale also between the samples

• Next step: particle dependent energy scale correlation

CMS DP-2023/044

https://cds.cern.ch/record/2865845
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Figure 3: Combined m (Hcand) distribution in all channels of the merged-jet analysis. The fitted
m (Hcand) distribution in each SR is weighted by S/(S + B), where S and B are the postfit
VH(H ! cc) signal and total background yields. The lower panel shows data (points) and
the fitted VH(H ! cc) (red) and VZ(Z ! cc) (grey) distributions after subtracting all other
processes. Error bars represent pre-subtraction statistical uncertainties in data, while the gray
hatching indicates the total uncertainty in the signal and all background processes.

where the best fit is µVH(H!cc ) = 7.7+3.8
�3.5. The fitted m (Hcand) distribution in the merged-jet

topology is displayed in Fig. 3. No significant excess over the background-only hypothesis is
observed. An upper limit on µVH(H!cc ) is extracted using the CLs criterion [97, 98]. The test
statistic is the profile likelihood ratio modified for upper limits [95], and the asymptotic ap-
proximation [96] is used in the limit setting procedure. The observed (expected) 95% CL upper
limit on µVH(H!cc ) is 14 (7.6+3.4

�2.3), which is equivalent to an observed (expected) upper limit on
s (VH)B (H ! cc) of 0.94 (0.50+0.22

�0.15) pb. Contributions from the individual channels are sum-
marized in Fig. 4. Tabulated results are provided in the HEPData record for this analysis [99].

The result is interpreted in the k-framework [60, 100] by reparameterizing µVH(H!cc ) in terms
of the Higgs-charm Yukawa coupling modifier kc , assuming only the Higgs boson decay widths
are altered:

µVH(H!cc ) =
k2

c

1 + BSM (H ! cc) (k2
c � 1)

. (1)

The observed 95% CL interval is 1.1 < |kc | < 5.5, and the corresponding expected constraint is
|kc | < 3.4.

In summary, a search for the SM Higgs boson decaying to a pair of charm quarks in the CMS
experiment is presented. Novel jet reconstruction and identification tools, and analysis tech-
niques are developed for this analysis, which is validated by measuring the VZ(Z ! cc) pro-
cess. The observed Z boson signal relative to the SM prediction is µVZ(Z!cc ) = 1.01+0.23

�0.21, with
an observed (expected) significance of 5.7 (5.9) standard deviations above the background-only
hypothesis. This is the first observation of Z ! cc at a hadronic collider.

The observed (expected) upper limit on s (VH)B (H ! cc) is 0.94 (0.50+0.22
�0.15) pb, correspond-

ing to 14 (7.6+3.4
�2.3) times the theoretical prediction for an SM Higgs boson mass of 125.38 GeV.

The observed (expected) 95% CL interval on the modifier, kc , for the Yukawa coupling of the
Higgs boson to the charm quark is 1.1 < |kc | < 5.5 (|kc | < 3.4). This is the most stringent con-
straint on kc to date.

CMS-HIG-21-008 

C. Lange - Jets and Jet Substructure at Future Colliders18.08.2022

>CMS TDR (2006): “The [Higgs] decay modes into cc [..] pairs [..] do not 
play a relevant role at the LHC.”

2

An underestimated tool set (1)

0 5 10 15 20 25 30 35 40

)c c→VH(H 
µ95% CL limit on 

Observed 14.4
Expected 7.60
Combined

Observed 16.9
Expected 8.75
Merged-jet

Observed 13.9
Expected 19.0
Resolved-jet

Observed 18.3
Expected 12.6
0L

Observed 19.1
Expected 11.5
1L

Observed 20.4
Expected 14.3
2L

Observed Median expected
                      68% expected   
                      95% expected   

CMS
 (13 TeV)-1138 fb

CMS-HIG-21-008 - accepted by PRL

Z/W + H( → cc̄)

• CMS TDR (2006): “The [Higgs] decay modes into cc [..] pairs [..] do not play a relevant 
role at the LHC.”

[as pointed out by Clemens last year]

• The BOOST community made it possible :)

https://arxiv.org/abs/2205.05550v1
https://indico.cern.ch/event/1144064/contributions/4941010/
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Figure 43: The ratio of the misidentification rate of W bosons in data and simulation in the dijet
(upper and middle rows) and the single-g (lower row) samples. The QCD multijet process is
simulated using MADGRAPH for the hard process and PYTHIA for parton showering (upper)
and HERWIG++ for both (middle). The vertical lines correspond to the statistical uncertainty of
the data and the simulated samples.

ML tagger & MC mismodeling

12

CMS-JME-18-002 

• ML taggers are all around us  Improve 
sensitivity 


• But strongly depend on MC (at the 
moment)


• Huge disagreement between data and 
MC when increasing complexity 


• Different mismodeling rate in different 
samples

→
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the data and the simulated samples.

58

200-300 300-400 400-800
 [GeV]

T
jet p

0.6

0.8

1

1.2

1.4

1.6

1.8

2

SF 21τ+SDm
2+NSDm

DDT
2+NSDm BEST

DeepAK8 DeepAK8-MD

CMS
 (13 TeV)-135.9 fb

Dijet sample

QCD multijet: MG+P8
W tagging

200-300 300-400 400-800
 [GeV]

T
jet p

0.6

0.8

1

1.2

1.4

1.6

1.8

2

SF 21τ+SDm 2+NSDm

DDT
2+NSDm BEST

DeepAK8 DeepAK8-MD

CMS
 (13 TeV)-135.9 fb

Dijet sample

QCD multijet: Herwig
W tagging

200-300 300-400 400-800
 [GeV]

T
jet p

0.6

0.8

1

1.2

1.4

1.6

1.8

2

SF 21τ+SDm
2+NSDm

DDT
2+NSDm BEST

DeepAK8 DeepAK8-MD

CMS
 (13 TeV)-135.9 fb

 sampleγSingle-
W tagging
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https://arxiv.org/abs/2004.08262v2
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Figure 1: Illustration showing the process by which the primary and higher-order Lund jet planes are constructed.

 R)∆ln(1/
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

) T
ln

(k

0

2

4

6

8

10

Nu
m

be
r o

f e
m

iss
io

ns

1

10

210

310
Simulation Preliminary  ATLAS

 taggingW = 13 TeV, s
 R=1.0 UFO Soft-Drop CS+SK jetstanti-k

W jets

(a)

 R)∆ln(1/
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

) T
ln

(k

0

2

4

6

8

10

Nu
m

be
r o

f e
m

iss
io

ns

1

10

210

310

410
Simulation Preliminary  ATLAS

 taggingW = 13 TeV, s
 R=1.0 UFO Soft-Drop CS+SK jetstanti-k

QCD jets

(b)

Figure 2: Lund jet plane emission density for (a) hadronically decaying boosted W bosons and (b) QCD background
jets for UFO R = 1.0 CS+SK soft-drop jets having pT > 200 GeV and |⌘ | < 2.0.

6 Tagger optimizations

In this section the identification algorithms (“taggers”) for hadronically decaying W-bosons used in the
study are described. This study is a classification problem where labels of 1 and 0 were given for a
signal-like jet and background-like jet, respectively as defined in 4.2. Two W-boson taggers were trained
in this study, both of them are based on the LundNet model introduced in Ref. [55] but the latter uses
in addition an adversarial neural network in order to achieve decorrelation with respect to the jet mass.
These two taggers are compared with three "baseline" taggers which are part of the current ATLAS
recommendation for tagging boosted W-bosons following the methodology in Refs. [8, 9].
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Figure 8. Performance ✏Wp
✏QCD

versus resilience to non-perturbative e↵ects.

5 Robustness study

We will now investigate the robustness of the di↵erent models we considered in our bench-

marks. To this end we will consider three axes: their resilience to non-perturbative e↵ects,

their resilience to detector e↵ects, and the complexity and computational cost of each

tagger.

5.1 Non-perturbative e↵ects

Beyond its raw performance, it is important for practical applications that a tagger be

relatively robust to model-dependent non-perturbative e↵ects. To carry out studies of

sensitivity to non-perturbative e↵ects, we compare performance between a data sample of

both 50k signal and background jets produced at parton level, and a sample obtained with

hadronisation and underlying event models turned on in the event generator. The same

model, trained on hadron-level data, is evaluated on both samples for the comparison. For

this study, we use the same 2 TeV W jet sample as was used in section 4.1 as well as the

– 12 –

arxiv:2012.08526

Talk by JadATL-PHYS-PUB-2023-017

• Tagger based on the Lund Jet Plane can be very 
resilient


• Tested by ATLAS for W tagging

• Also studied the performance with different MC 

generators 

Find out m
ore a

bout 
the pe

rform
ance 

in differe
nt MC gene

rators

https://arxiv.org/abs/2012.08526
https://indico.physics.lbl.gov/event/975/contributions/8266/
http://cds.cern.ch/record/2864131/files/ATL-PHYS-PUB-2023-017.pdf
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H ! 4qH ! bb̄ H ! cc̄ H ! gg H ! `⌫qq
0

q/gt ! b`⌫t ! bqq0 W ! qq0 Z ! qq̄

Large Model Calls For Larger Dataset
JETCLASS: a new large and comprehensive jet dataset 

100M jets for training: ~two orders of magnitude larger than existing public datasets 

10 classes: several unexplored scenarios (e.g., H->WW*->4q, H->WW*->ℓvqq, etc.) 

a rich set of features for each particle: kinematics + particle identification + track displacement

9

Simulated w/ MadGraph + 
Pythia + Delphes

arxiv:2202.03772

• ML enables us to look into more exotic boosted signatures

• Like H  4q→

https://arxiv.org/abs/2202.03772
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H ! 4qH ! bb̄ H ! cc̄ H ! gg H ! `⌫qq
0

q/gt ! b`⌫t ! bqq0 W ! qq0 Z ! qq̄

Large Model Calls For Larger Dataset
JETCLASS: a new large and comprehensive jet dataset 

100M jets for training: ~two orders of magnitude larger than existing public datasets 

10 classes: several unexplored scenarios (e.g., H->WW*->4q, H->WW*->ℓvqq, etc.) 

a rich set of features for each particle: kinematics + particle identification + track displacement

9

Simulated w/ MadGraph + 
Pythia + Delphes

https://arxiv.org/abs/2202.03772

• ML enables use to look into more exotic boosted signatures

• Like H  4q→

Anything

https://arxiv.org/abs/2202.03772
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H ! 4qH ! bb̄ H ! cc̄ H ! gg H ! `⌫qq
0

q/gt ! b`⌫t ! bqq0 W ! qq0 Z ! qq̄

Large Model Calls For Larger Dataset
JETCLASS: a new large and comprehensive jet dataset 

100M jets for training: ~two orders of magnitude larger than existing public datasets 

10 classes: several unexplored scenarios (e.g., H->WW*->4q, H->WW*->ℓvqq, etc.) 

a rich set of features for each particle: kinematics + particle identification + track displacement

9

Simulated w/ MadGraph + 
Pythia + Delphes

https://arxiv.org/abs/2202.03772

• ML enables use to look into more exotic boosted signatures

• Like H  4q→

Anything
Specify which quark combination

Is it always useful to go as fine-grained as possible?

https://arxiv.org/abs/2202.03772
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             BOOST 2019

8

 Petar Maksimovic, Johns Hopkins                                            Experimental Intro          

What we need to search for BSM

● Data

● Tools (taggers, new variables) to suppress background 
and isolate the signal

● Most ML taggers still trained on MC...

● Background estimate (minimize uncertainty)

● If dominated by ttbar, W+jets – get away with MC…

● QCD: tricky and messy          (after lots of work…       )

● Signal efficiency (minimize uncertainty)

● For top, W/Z, Higgs tagging – use standard candles

● For exotic signatures – ???

Boost 2019 - 
Intro-Talk by 
Petar

2022 Beyond the ROC: the mass decorrelation
the model independence
the IRC safety

the lack of a real proxy in data
the uncertainty on your not-so-real proxy

the pT stability

the data/MC (dis-)agreement

the stability with resonance masses

ALL OF THESE THINGS REALLY MATTER FOR A SEARCH
19

Boost 2022 - 
Summary-Talk 
by Cristina 

https://indico.cern.ch/event/753914/contributions/3440385/
https://indico.cern.ch/event/753914/contributions/3440385/
https://indico.cern.ch/event/753914/contributions/3440385/
https://indico.cern.ch/event/1144064/contributions/4952453/
https://indico.cern.ch/event/1144064/contributions/4952453/
https://indico.cern.ch/event/1144064/contributions/4952453/
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W Jets Substructure Observables

    Figure 3: A comparison of the data/simulation agreement of various substructure observables in the W-region. The distribution of various simulated 
processes are shown in the colored histograms and observed data points are shown in black. The brown line shows the total simulated distribution after the 
LJP correction has been applied to the W-matched tt and tW simulations. Only statistical uncertainties are shown, and the computed χ2 is based only on 
statistical uncertainties. The agreement between data and simulation improves with the correction, particularly in the two-pronged tagging variable τ

21
. 

Calibrating high-prong jets
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  7

Data/Simula'on Lund Jet Plane Ra'o

Figure 2: Ratios of the LJP in data and simulation in each subjet p
T
 bin. The combined statistical and systematic 

uncertainty on the ratio is represented by the area of the hatched region in each bin. Bins with no data or simulation 
events are shown as white, but assumed to have a ratio value of unity and 100% uncertainty.

talk by Oz

Find out i
f it a

lso 

works for 
top qu

arks 

and highe
r pron

g jets

• Construct Lund Jet Plane for subjets of W candidates in data 
and simulation


• Derive the ratio to construct correction factors for splittings

• Reweight the simulation independent of the tagger/signature 

targeted

• Still some systematic sources to be studied, but very helpful 

for exotic signatures!

https://indico.physics.lbl.gov/event/975/contributions/8302/
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Figure 1: Performance of the ParticleNet regression (green - solid) and the soft drop algorithm (red - dashed). The mass response is

shown for large-R (R=0.8) Higgs boson jets with pT > 400 GeV and 100 < Mtarget < 150 GeV for various jet compositions: H→ bb

(left), H→ cc (center) and H→ qq (right). The last bin contains the overflow contribution. The resolution degrades for the heavier

quark flavours due to the larger presence of neutrinos. For all the jet compositions, the mass regression shows a substantial

improvement in the mass resolution and in the absolute scale. In addition, tails are strongly mitigated with the mass regression, in

particular at M≈0, where the soft drop algorithm incorrectly identifies the large R jet as single-prong.
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Figure 7: Effective jet mass resolution (σeff / m) as a function of the target mass obtained with the soft drop (dashed) and the mass
regression (solid) algorithms for various jet compositions: H→bb (red), H→cc (orange) and H→qq (blue). The mass resolution is
shown for large-R (R=0.8) Higgs boson jets with pT > 400 GeV (left) and for large-R (R=1.5) Higgs boson jets with pT > 200 GeV (right).
The mass regression shows a substantial improvement in the resolution for all the considered mass range.

11

• ML does more than “just” tagging  reconstruction of 
specific quantities


• Better decorrelation of tagger output and mass

• Better mass resolution


• Next:  regression for AK4 jets!

→

pT

ATL-PHYS-PUB-2018-014

http://cds.cern.ch/record/2777006
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2018-014
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Towards jet  regressionpT
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change the ?T scale of the jets to match the truth jets, and so the closure in ?T is better than that of the
GSC closure. It is worth noting that while the GSC can instead be applied in a way that corrects the jet ?T

scale, this does not impact the resolution. In a few cases, the jet ?T resolution becomes worse in the lowest
?T bins, but this is also where the ?T nonclosure is most significant, making it di�cult to have an accurate
estimate of the resolution, particularly since the GNNC changes the ?T scale of the jets.

In the 0.2 < |[ | < 0.7 bin, the GNNC has an average improvement in the jet ?T resolution of over 15%, and
maximum improvements of over 25%, when compared with the GSC. Other |[det | bins show similar average
improvements of around 15–25%, with maximum improvements often over 30%, and the improvement
generally becomes more pronounced at higher |[det |, where the resolution improvements are significant,
mostly due to the improvements from the additional detector information. Studies comparing the GNNC
performance with only the GSC observables as inputs find a similar performance to the GSC, indicating
that the improvement in the resolution of GNNC compared with GSC is due to the inclusion of additional
observables. This is made possible by a simultaneous correction that accounts for correlations between
observables. The GNNC provides a larger improvement to the jet energy resolution than the GSC, and so it
is used for the remainder of the paper.
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Figure 8: The jet ?T closure for 0.2 < |[det | < 0.7. The solid line shows the MCJES, the long dashed line shows the
GSC, and the short dashed line shows the GNNC.

4.5.4 Flavour uncertainties

The two flavour-dependence uncertainties in the JES are derived from simulation and account for relative
flavour fractions and di�ering responses to quark- and gluon-initiated jets. The flavour response uncertainty
accounts for the fact that, unlike the quark-initiated jet response R@ , the gluon-initiated jet response R6 is
found to di�er significantly between generators. This uncertainty is defined as

fresponse = 56 (R6,P�����8 � R6,H�����),

where 56 is the fraction of gluon-initiated jets, and R6,P�����8 and R6,H����� are the gluon-initiated jet
response R6 in P����� 8 and H����� respectively. The flavour composition uncertainty accounts for the
fact that the jet response is di�erent for quark- and gluon-initiated jets. This is determined based on the
fraction of gluon-initiated jets 56, where R@ and R6 are the quark and gluon jet responses measured in
P����� 8, and f

5

6
is the uncertainty in 56 in the sample, with the uncertainty defined as

fcomposition = f
5

6

R@ � R6

56R6 + (1 � 56)R@

.
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talk by Margherita
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12 • Jet  response depends on the 
flavor and the MC generator used


• Additional correction step to 
improve the jet resolution by 6 
different (mostly) uncorrelated 
variables


• With ML you can take correlated 
varaibles and improve the 
performance further!

pT

https://indico.physics.lbl.gov/event/975/contributions/8269/
https://arxiv.org/abs/2303.17312
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Model-independent searches with ML
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arxiv:2307.01612

As can be seen in Figure 1, the anomaly scores of the BSM processes tend to be larger than those of the
collision events, which are all or mostly produced by SM processes. The SSM and DM model tend to have
characteristics similar to those of the SM background from the event selection in this analysis, thus yielding
lower anomaly scores. Although only one hypothetical mass is shown for each type of BSM model, it was
found that events with larger hypothetical particle masses have larger anomaly scores. Furthermore, three
anomaly regions (ARs) are chosen to maintain sensitivity to different BSM models. They are defined by
log(Loss) > �9.1, > �8.0, and > �6.5, respectively, as indicated by the vertical lines in Figure 1. The
labels for the three ARs indicate the visible cross section for hypothetical processes yielding the same
number of events as observed in the 140 fb−1 dataset. The anomaly score distributions are consistent
across the data-taking years, indicating that the AE training is robust against different pileup conditions
and triggering criteria.
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Figure 1: Distributions of the anomaly score from the AE for data and five benchmark BSM models. Their legends,
from top to bottom, are: (1) charged Higgs boson production in association with a top quark, C1�+ with �

+ ! C 1̄;
(2) a Kaluza–Klein gauge boson, ,KK, with the SM , boson and a radion q; (3) a /

0 boson decaying to a composite
lepton ⇢ and ✓, with ⇢ ! /✓ with a mass of 0.5 TeV; (4) the sequential standard model , 0 ! ,/

0 ! ✓a@@̄;
(5) a simplified dark-matter model with an axial-vector mediator / 0 ! @@̄, where one of the quarks radiates a ,
boson decaying to ✓a. The BSM predictions represent the expected number of events from 140 fb−1 of data for
heavy particle (�+, ,KK, / 0, , 0 and /

0, respectively) masses around 2 TeV. The distributions for the BSM models
are smoothed to remove fluctuations due to low MC event counts. The vertical lines indicate the start of the three
anomaly regions (ARs). The labels of the three ARs indicate the visible cross section for hypothetical processes
yielding the same number of events as observed in the 140 fb−1 dataset. The AE is applied to preselected events
without any requirements on invariant mass distributions.

The nine invariant mass (<) spectra in each anomaly region are examined to search for any localized

5

talk by Elham

• So many different BSM models on the 
market


• Model-independent searches interesting 
approaches to “scan” bigger phase 
space


• AutoEncoders is a good way to detect 
anomalies


• 9 different invariant mass regions to 
detect new physics

Let’s fin
d out more abo

ut 

the gain
 in sens

itivity b
y 

AE in th
e

https://arxiv.org/abs/2307.01612
https://indico.physics.lbl.gov/event/975/contributions/8271/
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 ML for data certification
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Both runs: removing the 
anomalies

• Once anomalous LSs are identified they 
are removed from the run.

• The resulting histograms for both BAD
runs show how the cause of the MET 
Significance bump was LS 469 for run 
360950 and LS 411 for run 359763.

• The removal of LS 461 smooths out the 
tail of the histogram. 

8

Run 360950 with and without LS 469.

Run 359763 with and without LS 411 (left) and with and without LS 461 (right).

Introduction
• In CMS, Data Certification (DC) is the final step of 

quality checks performed by Data Quality 
monitoring (DQM) on recorded collision events.

• Data is gathered in luminosity sections, 
lumisections in short (LSs), corresponding to ∼23 
seconds of data taking.

• LSs are grouped in runs. For each run, experts 
monitor a number of reconstructed distributions 
called Monitor Elements (MEs) to spot issues in the 
data.

• For the specific case of quantities pertaining to 
hadronic jets and missing transverse momentum 
(MET), an issue in a few LSs would cause the entire 
run to be flagged as problematic (BAD), and thus 
removed from the pool of "good-for-analysis" data 
(GOOD).

2

Histograms of a Monitor Element (MET 
Significance) for three different runs chosen as 
example for this note, one flagged GOOD and 
two presenting an anomaly, therefore flagged 
BAD.

• Lumi sections are around 23 seconds of data taking 
 grouped to run [O(1000)LS] which is monitored 


• Unsupervised ML based on AutoEncoder used
→

C
M

S 
DP
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02

3/
01

0

talk by Steffen

Let’s fin
d out more abo

ut 

the advantage
s of ML in 

data cert
ification

https://cds.cern.ch/record/2854697?ln=en
https://indico.physics.lbl.gov/event/975/contributions/8300/
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First Run3 cross section results
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PRL 110 (2013) 252004
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Figure 5: The tt cross section as a function of
p

s, as obtained in this analysis (red filled circle)
and in previous measurements by the CMS experiment [1–5, 7, 10, 11] (blue markers), with
vertical bars on the markers indicating the total uncertainty in the measurements. Points cor-
responding to measurements at the same

p
s are horizontally shifted for better visibility. The

SM prediction at NNLO+NNLL precision [18] using the NNPDF3.0 NNLO PDF sets [68] and
values of mt = 172.5 GeV and aS(mZ) = 0.118 is shown with a black line and green uncer-
tainty bands. An enlarged inset is included to highlight the difference between 13 and 13.6 TeV
predictions and results.

±3 GeV. We find that for an increase (decrease) of mt by its current experimental uncertainty
of 0.3% [59], the measured tt cross section decreases (increases) by 0.5%.

An independent cross section measurement is performed using an event-counting method re-
stricted to events containing an opposite-sign e±µ⌥ pair and at least two jets, following closely
the methods of Refs. [4, 5, 69, 70]. With this alternative approach, the cross section is measured
to be 888 ± 34 (stat+syst) ± 20 (lumi) pb. While the two approaches share event selection and
lepton ID scale factors, the latter approach is completely independent of the b tagging perfor-
mance and does not use information from the jet multiplicity distribution beyond the initial
selection requirement of at least two selected jets.

8 Summary
The first measurement of the top quark pair (tt) production cross section in proton-proton
collisions at

p
s = 13.6 TeV is presented. Data recorded with the CMS detector in Summer

2022, corresponding to an integrated luminosity of 1.21 fb�1, are analyzed. Events are selected
with one or two charged leptons (electrons or muons) and additional jets. A profile maximum
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Figure 3: Comparison of the measured CC̄ cross-sections at various centre-of-mass energies and the theory predictions
using the PDF4LHC21 PDF set. The bottom panel shows the ratio of the measured values and three predictions that
either contain only the uncertainties originating from the QCD scale variations (black), only the variations in the
PDF uncertainties (red) or the total uncertainty in the prediction (blue).
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ATLAS-CONF-2023-006 

full phase space, additional uncertainties in the acceptance and in the branching fraction are considered
(see Sections 4.5 and 5.4). The total Higgs boson production cross-section at 13.6 TeV is measured to be
f(?? ! �) = 67+12

�11 pb using the � ! WW channel and f(?? ! �) = 46 ± 12 pb using the � ! 4✓
channel. The two measurements are compatible with a p-value of 20%.

A likelihood combination of the two decay channels is performed, following the method described in
Ref. [117].
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Figure 3: Values of the f(?? ! �) measurements from this and previous [118, 119] ATLAS publications as a
function of the ?? centre-of-mass energy. The SM predicted values and their uncertainties are shown by the shaded
band. The individual channel results are offset along the G-axis for display purposes.

Experimental and theoretical uncertainties that affect both channels are correlated via common nuisance
parameters. The correlated experimental uncertainties include the uncertainties in the integrated luminosity,
in the description of pile-up in the simulation, in the common electron–photon energy scale, in the
Higgs boson mass value, and in the relative contributions of the different Higgs boson production modes.
Additionally, the common sources of theoretical uncertainty in the � ! //

⇤ ! 4✓ and � ! WW branching
fractions (Us, 1- and 2-quark masses, and partial decay widths into the main decay channels, such as two
vector bosons, two gluons, or a 11̄ pair) are also correlated. Finally, the theoretical uncertainties in the
acceptance factor due to missing higher-order QCD effects, PDF variations, variations of the modelling of
the PS, and signal composition are also correlated.

The asymptotic approximation [97] for the distribution of the profile likelihood ratio is assumed in the
computation of uncertainties. The validity of this approximation was verified in previous analyses by
performing pseudo-experiments.

The total Higgs boson production cross-section, obtained by combining the � ! WW and � ! //
⇤ ! 4✓

results, is f(?? ! �) = 58.2 ± 8.7 = 58.2 ± 7.5 (stat.) ± 4.5 (syst.) pb at 13.6 TeV. All three
results (� ! WW, � ! //

⇤ ! 4✓ and their combination) are in agreement with the SM prediction of
f(?? ! �)SM = 59.9 ± 2.6 pb. The nuisance parameters associated with the position of the signal mass
peak do not show any significant pull.
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arxiv:2306.11379

• We have first Run3 results!


• In good agreement with the SM


• No substructure yet  too complicated?→

https://arxiv.org/abs/2303.10680
http://cds.cern.ch/record/2854834
https://arxiv.org/abs/2306.11379
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New data - Calibration at the start of Run3
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Single Jet Trigger Efficiency

The selection efficiency for requiring the presence of at least one HLT jet, having !! >500 GeV, the lowest unprescaled threshold, is shown as a function of the offline leading jet
!! in the event. The two different curves represent data collected before and after the
hadronic calorimeter (HCAL) calibration updates.
The plot on the left does not have the residual jet energy corrections (JEC) applied, which are
used to correct for the miscalibration (pre-HCAL update), while the plot on the right has
them. With the application of residual JECs, the improvement in turn-on with new HCAL
calibrations becomes more significant.
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• We are collected new exciting data, however, not well calibrated nor understood YET

• Jets are complex objects involving a lot of detector subsystems 

• First jet energy calibrations of Run3 are very sensitive to detector effects
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I Data-to-simulation comparison for
the jet response dependence on pjet

T .

I Z(! µµ)+jet events are utilized,
after calibrating Z mass with respect
to the Z boson pT.

I MPF and DB methods combined, but
(Z+jet) MPF dominates precision.

I Consistent with HB scale shift prior
to it being applied, as measured from
IsoTrack.

I HB scale has a progressively larger impact as pjet
T increases due to measuring half the

energy of high pT jets from HCAL, contrary to low pT jets for which their energy is
almost entirely measured with the tracking system and ECAL.

I HB scale calibration is foreseen to be improved in future reconstruction of data.

10

CMS-DP-2023-045

https://cds.cern.ch/record/2856238/
https://cds.cern.ch/record/2865846?ln=de
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Summary
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• Jet substructure measurements

• New jet calibration techniques

• New tagger ideas to improve data-to-simulation agreement

• New calibration techniques of the more fine-grained taggers

• ML application in various areas

My wish: Let’s boost together to calibrate Run3 data from the detector subsystems to jet 
substructure at least as good as in Run2! And get amazing results from combinations!

An exiting week ahead with new results about

• Calibration of the detector and objects ongoing

• Jet substructure affected by many detector subsystems

First Run3 results available 
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AutoEncoders
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• The model is trained on non-anomalous data 
from GOOD runs: histograms of specific MEs 
are fed to the model with an LS granularity to 
allow the AE to learn a «normal» non-
anomalous behavior of that specific ME. The 
training is performed via the minimization of 
the reconstruction loss, a measure of the 
distance between the input and output of the 
AE. In this case the reconstruction loss is the 
mean squared error:

MSE =
1
n෍
i=1

n

yi − ො𝑦𝑖 2

where 𝑦 and ො𝑦 are respectively the input and  
the output of the AE and 𝑛 is the bin number.

• Possibly anomalous runs under investigation 
are tested by looking again at the 
reconstruction loss: peaks in this function 
indicate LSs containing histograms that 
deviate from the learned behavior.

• The comparison between the reconstruction 
losses of the three runs under study is on the 
right.

4

AutoEncoder-based Anomaly Detection Tool

encoder de
co

de
r

Training
Non-anomalous 
data

encoder de
co

de
r

Testing: 
input reconstruction

Possibly anomalous 
data

LS

LS

LS
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Lund Plane tagger
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7.1 Sensitivity to physics modeling

To evaluate the dependence of a tagger on modeling e�ects like the parton shower and hadronization
models, the tagger performance was evaluated using alternative samples. Comparing di�erent models
to one another helps unravel the sensitivity that the analysis has on non-perturbative e�ects. Comparing
the two Sherpa models described in Section 3 tests the dependency on hadronisation while comparing
the two Herwig models tests the sensitivity to parton showering. The combination of all of these e�ects
leads to an understanding of the systematic uncertainty of the analysis. The background rejection 1/✏ rel

bkg is
evaluated by using the threshold for the 50% working point in the nominal samples. Figure 6 shows the
distribution of the background rejection for the LundNet and ANN LundNet taggers for various alternative
MC simulations and their ratio with respect to the nominal Pythia multijet sample as a function of pT.

Large di�erences in performance across di�erent generators are present, which can lead to large systematic
uncertainties in some physics analyses. The LundNet tagger shows a decrease in background rejection
of 20-40% for the 50% working point. Di�erences between the two Sherpa models are observed. They
originate from Sherpa with a string model having a higher contribution in the region factorizing the hard
collinear emissions compared to Sherpa which uses the cluster model. When comparing Herwig dipole
parton shower and Herwig angle ordered parton shower, the latter seems to have a higher contribution
coming from the soft collinear emissions region of the Lund jet plane. This is probably due to the use of
low-level jet information rather than infrared and collinear safe high level substructure variables used by
the baseline taggers.
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Figure 6: Background rejection 1/✏ rel
bkg of the (a) LundNetNN and (b) LundNetANN tagger in several alternative MC

simulations with respect to the nominal Pythia multijet as a function of pT. The alternative samples are tested using
the 50% working point calculated in the nominal Pythia sample.
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Data-to-simulation agreement
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Figure 20: Comparison with the measurement [70] of the angle between two groomed subjets,
DRg in tt events predicted by POWHEG + PYTHIA8 for the different tunes. The data are com-
pared to tunes CUETP8M1, CP2, CP4, and CP5 (left). Tunes CP1 and CP3 are not displayed
but they present a similar behavior as tunes CP2 and CP4, respectively. The data are also com-
pared to CP5, CP5 FSR up, CP5 FSR down, and CP5 with CMW rescaling (right). The ratios
of simulations to the data (MC/Data) are also shown, where the shaded band indicates the
total experimental uncertainty in data. Vertical lines drawn on the data points refer to the total
uncertainty in the data. Horizontal bars indicate the associated bin width.

6.6 Comparisons using observables in W and Z boson production

In this subsection, we present a validation of the new CMS UE tunes for observables measured
in events with a W or Z boson in the final state at

p
s = 13 TeV. For the comparisons, we use

predictions obtained with MG5 aMC + PYTHIA8 at LO using the kT–MLM merging scheme,
and at NLO using the FxFx merging scheme. The kT–MLM merging scale is set to 19 GeV,
while for FxFx the corresponding scale is set to 30 GeV. In both cases the MEs include the final
states with 0, 1, 2, and 3 partons, and up to 2 partons are calculated at NLO precision in the
FxFx case. To ease the comparison of the different tunes, the same PDF, NNPDF3.1 NNLO, and
aS(mZ) = 0.118 are used for the ME calculation independently of the tune.

First, UE observables [21] in Drell–Yan events in an invariant mass window of 81–101 GeV
around the Z boson peak for muonic decays are studied. The charged-particle density and
transverse momentum sum are measured as a function of the Z boson pT in the three regions
introduced in Section 6.2: toward, away, and transverse. The regions are defined with respect
to the Z boson direction. The measurements are compared with FxFx predictions obtained
with the CUETP8M1, CP2, CP4, and CP5 tunes in Fig. 21. The measurements are, in general,
well-described by all tunes.

The description of the cross section as a function of the jet multiplicity is also investigated in Z
+jets [71] and W +jets [72] final states. The Z +jets measurement is restricted to the phase space
where the two leptons have pT > 20 GeV and |y| < 2.4 and the dilepton mass lies in a ±20 GeV
window around 91 GeV. The momenta of the photons inside a cone of DR < 0.1 are added to
the lepton momentum in order to partly recover the energy lost by FSR. Jets are clustered using
the anti-kT algorithm with R = 0.4 and must satisfy the criteria pT > 30 GeV and |y| < 2.4.
The distance between the selected leptons and the leading jet DR(`, j) must be greater than 0.4.
For the W +jets measurement, the phase space is restricted by a transverse mass requirement,

CMS-DP-2020-025

• We know that in general new simulation tunes improve the description of data

• However, sometimes worsening other phase spaces like jet substructure variables


• Also visible in the correction factors for W-tagging with 


• CUETP8M1: 0.99  0.11


• CP5: 0.957  0.074 (2017), 0.964  0.032 (2018) 

τ21

±
± ±

https://arxiv.org/pdf/1903.12179.pdf
https://cds.cern.ch/record/2718978?ln=en
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FSR study
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Figure 8: The normalised distributions in t32 for AK8 jets with mjet > 140 GeV from the
hadronic decay of boosted top quarks. Shown are distributions for 2016 (left) and the combina-
tion of 2017 and 2018 (right). The background-subtracted data are compared to tt simulations
with the UE tunes CUETP8M2T4 for 2016 and CP5 for the combination of 2017 and 2018, and
different values of fFSR are shown as well. The lower panels show the ratio to the tt simulation
with fFSR = 1.

t32 distributions,
gi( fFSR) = ai + bi log f

�2
FSR + ci f

�2
FSR, (4)

with the free parameters ai, bi, and ci. The functional form of gi is inspired by the logarithmic
dependence of aFSR

S on the square of the modified energy scale ( fFSRµ)2. The values of the free
parameters are determined in a fit to simulation, sampled at the points fFSR 2 {

1
2 , 1, 2} in 2016

and fFSR 2 {
1
4 , 1

2 , 1p
2
, 1,

p
2, 2, 4} in 2017 and 2018.

The compatibility with the data is tested with a c2 function, equivalent to the definition in
Eq. (3). The vector of differences is built from the normalised background-subtracted data, and
the predictions gi( fFSR). The uncertainties taken into account by the covariance matrix include
statistical uncertainties from data with correlations from the normalisation, and systematic un-
certainties in the JECs and in the predictions gi( fFSR). The latter are conservatively estimated
by using the largest statistical uncertainty in a given bin i from any of the points obtained from
the simulated samples with different values of fFSR. This choice was made because the point
with fFSR = 4 has the smallest statistical precision due to the presence of a large spread of
weights in the simulation. The statistical uncertainty in data is the dominant uncertainty in
this measurement.

The best fit value of fFSR is obtained by minimising the c2 function. Uncertainties corre-
sponding to one standard deviation are evaluated at c2

min + 1. We obtain the best fit values
fFSR = 0.97 ± 0.07 for 2016, and fFSR = 0.33 ± 0.02 for the combined data of 2017 and 2018.
The uncertainties in fFSR take into account statistical and leading systematic sources, where the
latter are dominated by changes of the modelling in simulation, as described in Section 10. The
modelling uncertainties included are uncertainties in the initial state radiation (ISR), the colour
reconnection model, the underlying event tune, and the matching between matrix element and
the parton shower. Experimental uncertainties considered are uncertainties in the JECs, the
additional XCone-jet corrections, and JMS. We have found that the t32 distributions obtained
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• Same selection but AK8 jets instead of XCone jets which are more sensitive to FSR

• Matching between XCone and AK8 jets


•  for 2016


•  for 2016


αFSR
S (m2

Z) = 0.1373+0.0017
−0.0018

αFSR
S (m2

Z) = 0.1416+0.0019
−0.0018

https://arxiv.org/abs/2211.01456

