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• combine high spatial resolution and high precision
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[Wrachtrup et al.]

replacement of real atoms, which need to be cooled
and trapped, with solid-state emitters. Following
work on semiconductor quantum dots in photonic-
crystal cavities, researchers began coupling NV cen-
ters to a variety of optical resonators. Furthermore,
advances in diamond fabrication pioneered by the
groups of Marko Lončar, Ray Beausoleil, and Evelyn
Hu have made it possible to create high-quality
nanostructures in diamond itself, an integrated 
approach to efficient photon-mediated interactions
between NV defects.

Other degrees of freedom besides photons can
also be used to transport quantum states. Phonons,
for instance, have long been used with great success
in ion traps, where the collective motion of the ions
represents the vibrational degrees o f freedom. The
same idea can be extended to solid-state devices by
using a mechanical resonator to host long-lived
phonon states and engineering the interactions be-
tween the resonator’s motion and a quantum system.

Figure 3 illustrates recent approaches taken to
couple NV centers to mechanical resonators. For in-
stance, a cantilever outfitted with a magnetic tip can
interact with the spin state of a nearby NV center by
inducing a Zeeman shift that varies with the can-
tilever position.11 Alternatively, a mechanical res-
onator can be fashioned out of diamond itself, so
that an NV center in the device will have an energy-
level structure that shifts with motion-induced
strain on the crystal.12 For both mechanisms, achiev-
ing coherent spin–phonon interactions requires
high-quality mechanical resonators and cryogenic
temperatures. Nevertheless, if realized, the mechan-
ical motion in such devices could be used to entan-
gle NV centers. Furthermore, with modifications,
the resonator could interact with different degrees
of freedom—for example, a mirrored surface cou-
ples the resonator to light, and a metallic surface
produces capacitive effects in electronic circuits—
which makes for an appealing interface between
disparate quantum devices. 

Nanoscale sensing and imaging
Atom-like systems are attracting considerable inter-
est as precision sensors. NV centers provide a unique
combination of nT/√―Hz magnetic field sensitivity
and nanometer spatial resolution over a wide range
of temperatures—from cryogenic to well above am-
bient.13 Because NV centers can be created close to
a diamond’s surface, they can be brought within a
few nanometers of a sample. Dipole fields fall off
with the cube of the distance, so the close proximity

greatly enhances the sample’s effect on the defect. 
To sense a magnetic field, one optically meas-

ures the Zeeman shift it induces in the NV center’s
ground-state spin levels. Similarly, electric fields in-
duce a linear Stark shift in the spin levels,14 and tem-
perature changes are discernable as changes in the
zero-magnetic-field splitting between spin levels.15
In addition, the diamond defect features several other
appealing properties: Unlike fluorescent quantum
dots, NV centers don’t blink, nor do they bleach
under long exposure to laser light; they are geomet-
rically adaptable, able to, for instance, sit on the tip
of a force microscope cantilever, be implanted at high
densities, or be dispersed via nanodiamonds in a
host; and they are compatible with most materials,
including metals, semiconductors, liquids, polymers,
and biological tissues. 

The optical stability of NV centers and their
physical isolation within the diamond crystal make
them ideally suited for super-resolution imaging
detectors. In fact, NV centers hold the world record
for far-field optical resolution—below 10 nm—and
they have also been used for far-field nanoscale
magnetic imaging.16

By scanning a very strong magnetic field gradi-
ent over a single, shallow NV center, researchers can
now perform three-dimensional magnetic reso-
nance imaging (MRI) of single electron spins in a
solid at 1-nm resolution;17 the resolution in conven-
tional MRI systems, by contrast, is limited to mi-
crometers in solids and about one millimeter in bi-
ological tissue imaged in medical facilities. Ongoing
efforts to use similar techniques to image dynamics
of magnetic materials open prospects for mapping
out states of complex matter. In addition, research
groups have recently made nuclear magnetic reso-
nance measurements of nanometer-sized volumes
of proton spins. More specifically, they used a sin-
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Figure 4. Magnetic imaging of living cells. (a) Magnetite nanocrystals
appear as spots of high electron density in this transmission electron
microscope image of a magnetotactic bacterium (MTB), whose organelles
contain the magnetic crystals. The nanoparticles help the organism into
alignment with Earth’s magnetic field. (b) Nitrogen–vacancy centers can
image an MTB on the surface of a diamond chip. The bacterium’s magnetic
field is imaged optically at 400-nm spatial resolution by monitoring the
field-induced shift in the centers’ spin resonance frequency. The bacterium’s
cell wall is outlined in black. (Adapted from D. Le Sage et al., Nature 496 ,
486, 2013.)
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gle, shallow NV center to detect a statistical polar-
ization of only about 100 nuclear spins on the sur-
face of a bulk diamond chip (see PHYSICS TODAY,
April 2013, page 12). 

Some of the most exciting applications are in bi-
ology, where room-temperature functionality and
inert chemistry are key (see PHYSICS TODAY, August
2011, page 17). Exemplified in figure 4, magnetic 
imaging of living magnetotactic bacteria provides
information about the distribution of magnetic mo-
ments among individual bacteria in the population.
Local temperature changes can also be sensed, even
within living human cells. Figure 5 illustrates how
NV centers in nanodiamonds could be exploited to
precisely monitor changes during targeted heating
of a cell. The technique may even eventually mature
into a way to selectively kill tumor cells. 

Outlook 
Much work remains in order to exploit the full po-
tential of atom-like systems. For example, building
a room-temperature quantum processor whose
logic gates are based on coupled NV centers would
require nanometer-level control over defect place-
ment or techniques that control the quantum dy-
namics of disordered systems. To realize the promise
of diamond nanophotonics, mitigating fluctuations
in the NV center’s fluorescence frequency caused by
undesired impurities in the crystal will be essential.
Progress on NV nanoscale sensing and nanoscopic
MRI will similarly require exquisite control over the
diamond surface and the attachment of target mol-
ecules to it.

In addition to NV centers, many other atom-
like defects—in diamond and other wide-bandgap
materials—are active research topics. For example,
silicon-vacancy centers, which have been explored
by Christoph Becher, Mete Atatüre, and coworkers,
efficiently produce coherent optical photons with
excellent spectral stability and very low probability
of phonon-assisted emission. Their properties make
them an intriguing alternative to NV centers for quan-
tum optics and networking applications. In their
work on phosphorous dopants in silicon, Andrea
Morello and John Morton and coworkers have
achieved excellent control of both electronic spin
and nuclear spin qubits. And David Awschalom and
coworkers have identified defects in silicon carbide
that can be manipulated in a manner similar to NV
centers (see PHYSICS TODAY, January 2012, page 10).

Research on atom-like systems is likely to help
answer major scientific and technological questions.
For instance, studies of coherently coupled NV cen-
ters may reveal fundamental insights on equilibra-
tion, coherence, and entanglement in many-body
systems. In the domain of optics, atom-like defects
may become the building blocks of nonlinear optical
devices that operate at the single-photon level. And
experiments on quantum networks could lead to
laboratory realizations of repeater stations for long-
distance quantum communication. 

In the life sciences, atom-like sensors may
someday be used to directly image the structure of
complex individual molecules, a long-standing goal
in the MRI community. In vivo measurements of

electromagnetic fields and temperature may be-
come tools for temperature-induced control of gene
expression and tumor metabolism. Finally, atom-
like systems could potentially be employed to
image, noninvasively and in real time, firing neu-
rons in the brain. All these possibilities have created
an exceedingly rich, exciting, and interdisciplinary
research frontier.

We thank NSF, CUA, DARPA, NIST, AFOSR, ARO, CFI,
NSERC, FRQNT, and Moore Foundation for supporting
this work. 
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Figure 5. Nanoscale thermometry senses the living and the dead.
By placing a gold nanoparticle and nanodiamonds inside a living cell,
one can simultaneously alter and monitor the cell’s condition. In this
implementation, heat is applied to the gold (marked with an x in images)
using laser light, and nitrogen–vacancy centers in the nanodiamond
(marked with a circle) register changes in temperature as subtle shifts
in spin frequency. Scanned confocal fluorescence images of an individual
human cell, outlined in dashed lines, reveal its response to the applied
heat. (a) With little laser-induced heating, the cell remains alive and 
experiences a modest half-kelvin rise above ambient temperature. 
(b) Greater heating kills the cell, its condition evident in the penetration
of fluorescent stain through the cell membrane into the nucleus. The
nanodiamond sensor recorded a rise of nearly 4 K. (Adapted from 
G. Kucsko et al., Nature 500, 54, 2013.)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
129.2.19.102 On: Mon, 03 Aug 2015 03:34:25

nanoscale thermometry  
of live human cells

[Kucsko, Lukin et al,  2013]

[Holloway et al, 2014 (NIST);
Facon, Haroche et al, 2016]

core

highly excited 
outer electron



Quantum sensors
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• target spatial profile of desired signal (e.g. Fourier mode or    
  spherical harmonic)
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Eldredge, Foss-Feig, Gross, Rolston, AVG, Phys. Rev. A 97, 042337 (2018)  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Quantum sensor network
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• measure a desired linear combination of fields at the sensors

• found optimal protocol that also starts with the GHZ state
| (0)i / |0 . . . 0i+ |1 . . . 1i

- weights are      are dialed in using single-qubit pulses ↵i

• measure any desired analytic function f(✓1, . . . , ✓N )

• found optimal protocol [Qian et al (AVG), PRA 100, 042304 (2019)]:
- measure individual      for negligible fraction of time  ✓i

- linearize     around the measurement resultf

- use the optimal linear combination protocol



Small & intermediate scale

Large scale

• chemistry, biology, medicine  
  (magnetic fields, electric fields,  
  temperature)

• geodesy & geophysics  
  (earthquake/volcano prediction)

• e.g. magnetometry, electrometry, 
  thermometry, gravimetry, etc…

Applications

Optimal and Secure Measurement Protocols for Quantum Sensor Networks

Zachary Eldredge,1, 2 Michael Foss-Feig,1, 2, 3 S. L. Rolston,1 and Alexey V. Gorshkov1, 2

1Joint Quantum Institute, NIST/University of Maryland, College Park, Maryland 20742, USA
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Studies of quantum metrology have shown that the use of many-body entangled states can lead
to an enhancement in sensitivity when compared to product states. In this paper, we quantify the
metrological advantage of entanglement in a setting where the measured quantity is a linear function
of parameters individually coupled to each qubit. We first generalize the Heisenberg limit to the
measurement of non-local observables in a quantum network, deriving a bound based on the multi-
parameter quantum Fisher information. We then propose a protocol that can make use of GHZ
states or spin-squeezed states, and show that in the case of GHZ states the procedure is optimal,
i.e., it saturates our bound. We also identify magnetoencephalography as a promising setting for
this technology.

Entanglement is a valuable resource in precision mea-
surement, as measurements using entangled probe sys-
tems have fundamentally higher optimal sensitivity [1]
than those using product states. A generic measurement
using N unentangled probes will have a standard devi-
ation from the true value asymptotically proportional
to 1/

p
N , while a measurement making full use of en-

tanglement can improve this scaling to 1/N . For mea-
surement of a single parameter coupled independently to
each probe system, this 1/N (or “Heisenberg”) scaling is
the best possible that is consistent with the Heisenberg
uncertainty principle [1, 2]. The procedure can also be
reversed–enhanced sensitivity to disturbances can pro-
vide experimental evidence of entanglement [3–5].

Measurements making use of entanglement usually
couple one parameter to N di↵erent systems [1, 6, 7].
However, the emerging potential of long-range quantum
information opens new avenues for metrology [8, 9] and
entanglement distribution [10]. The ability to distribute
entanglement across spatially separated regions has al-
ready been used for recent loophole-free tests of Bell’s
inequality [11–13]. In this work, we are interested in cou-
pling N parameters to N di↵erent systems, which may be
spatially separated, and measuring a linear function of all
of them (see Fig. 1a), such as a single mode of a spatially
varying field. Such measurements may be of interest in
geodesy or geophysics [14–17], but in this paper we sug-
gest a possible application in magnetoencephalography
(MEG). In MEG, magnetic field measurements taken at
the surface of a patient’s head provide information on the
current sources present in the brain; later in this paper
we will discuss precisely how our method might apply in
this setting.

The function q we wish to measure is a weighted sum
of the deterministic individual parameters ✓i, where i

indexes the individual systems and each weight is denoted

FIG. 1. (a) An illustration of the network setup in an MEG
setting. Nodes, located at di↵erent points around a brain,
share an entangled state; at each node there is both an un-
known parameter ✓i and a known relative weight ↵i. We are
concerned with estimating ~↵ ·~✓. (b) Illustration of the partial
time evolution protocol for three qubits. Solid green segments
of the timeline represent periods when a qubit is evolving due
to coupling to the local parameter ✓i, while dashed red seg-
ments represent periods after the qubit stops evolving. The
switch occurs at times corresponding to their weight in the fi-
nal linear combination. The weight of the last qubit is ↵3 = 1.

by a known real number ↵i,

q =
NX

i=1

↵i✓i = ~↵ · ~✓. (1)

In this paper, we characterize the advantage entangle-
ment provides in this setting and construct an optimal
strategy that amounts to turning some qubits’ evolution
“on” and “o↵” for time proportional to the weight with
which their parameter contributes to the function q (see
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Studies of quantum metrology have shown that the use of many-body entangled states can lead
to an enhancement in sensitivity when compared to unentangled states. In this paper, we quantify
the metrological advantage of entanglement in a setting where the measured quantity is a linear
function of parameters individually coupled to each qubit. We first generalize the Heisenberg limit
to the measurement of non-local observables in a quantum network, deriving a bound based on the
multi-parameter quantum Fisher information. We then propose a measurement protocol that can
make use of Greenberger-Horne-Zeilinger (GHZ) states or spin-squeezed states and show that in the
case of GHZ states the protocol is optimal, i.e., it saturates our bound. We also identify nanoscale
magnetic resonance imaging as a promising setting for this technology.

I. INTRODUCTION

Entanglement is a valuable resource in precision mea-
surement, as measurements using entangled probe sys-
tems have fundamentally higher optimal sensitivity than
those using unentangled states [1]. A generic measure-
ment using N unentangled probes will have a stan-
dard deviation from the true value asymptotically pro-
portional to 1/

p
N . By using N maximally entangled

probes, a single parameter coupled independently to each
probe system can be measured with an uncertainty pro-
portional to 1/N . This is the best possible scaling con-
sistent with the Heisenberg uncertainty principle, and is
known as the Heisenberg limit [1, 2]. The procedure can
also be reversed–enhanced sensitivity to disturbances can
provide experimental evidence of entanglement [3–5].

Measurements making use of entanglement usually
couple one parameter to N di↵erent systems [1, 6, 7].
However, the emerging potential of long-range quantum
information opens new avenues for metrology [8, 9] and
entanglement distribution [10]. The ability to distribute
entanglement across spatially separated regions has al-
ready been used for recent loophole-free tests of Bell’s
inequality [11–13]. In this work, we are interested in cou-
pling N parameters to N di↵erent systems, which may
be spatially separated, and measuring a linear function
of all of them (see Fig. 1a) such as a single mode of a
spatially varying field. Such measurements may be of
interest in geodesy, geophysics, or medical imaging [14–
18] but in this paper we focus on potential application
to nanoscale nuclear magnetic resonance (NMR) imag-
ing. Later in this paper we will discuss precisely how our
method might apply in this setting.

The function q we wish to measure is a weighted sum
of the deterministic individual parameters ✓i, where i

indexes the individual systems and each weight is denoted

FIG. 1. (a) An illustration of the network setup in a nanoscale
NMR setting. Nodes, located at di↵erent points relative to a
large molecule, share an entangled state; at each node there is
both an unknown parameter ✓i and a known relative weight
↵i. We are concerned with estimating ~↵ · ~✓. (b) Illustration
of the partial time evolution protocol for three qubits. Solid
green segments of the timeline represent periods when a qubit
is evolving due to coupling to the local parameter ✓i, while
dashed red segments represent periods after the qubit stops
evolving. The switches occur at times corresponding to the
qubits’ weights in the final linear combination. The weight of
the last qubit is ↵3 = 1.

by a known real number ↵i,

q =
NX

i=1

↵i✓i = ~↵ · ~✓. (1)

In this paper, we characterize the advantage entangle-
ment provides in this setting and construct an optimal
strategy equivalent to turning some qubits’ evolution
“on” and “o↵” for time proportional to the weight with
which their parameter contributes to the function q (see
Fig. 1b). With this scheme of “partial time evolution,”
we can measure a linear function with the minimum vari-
ance permitted by quantum mechanics, which can be
viewed as an extension of the Heisenberg limit to linear
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Summary
• found optimal entanglement-based protocol for measuring 
analytic functions of fields at the sensors

Outlook
• simultaneous measurement of several functions

• non-commuting generators

• measuring properties of stochastic processes

• same ideas apply to photons or phonons as sensors:

Ĥ =
X

i

✓iâ
†
i âi Ĥ =

X

i

✓i(âi + â
†
i )

[Proctor et al, arXiv:1702.04271; Ge, Jacobs, Eldredge, AVG, Foss-Feig, PRL 
121, 043604 (2018); Zhuang, Zhang, Shapiro, PRA 97, 032329 (2018); Qian 
et al (AVG), PRA 100, 042304 (2019)]

• practical applications to fundamental physics?
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Preparing the GHZ state
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Eldredge et al (AVG), PRL (2017)
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Lower bounds on GHZ preparation time

• final state: (|00 . . . 00i+ |11 . . . 11i)/
p
2

• initial state: |00 . . . 00i
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approach: derive bound on the growth of connected correlations



Time to build connected correlations
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Bravyi, Hastings, Verstraete, PRL 97, 050401 (2006)
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Preparing the GHZ state

↵ = 1↵ = 0

2D+1
t & r

Kuwahara, Saito, 
arXiv:1910.14477
Chen, Lucas,
arXiv:1907.07637
Tran et al (Gong, 
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arXiv:2001.11509

Tran et al 
(Childs, AVG), 
PRX (2019)
Foss-Feig et al 
(AVG), PRL
(2015)
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Guo, Tran, Childs, 
AVG, Gong, 
arXiv:1906.02662
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log r

another application of multisite signaling bound:  
lower bound on scrambling time
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N ⇠ rD



⇒ scrambling implies signaling from X to Y (of size        )  X Y ⇠N

X

S

•     = signaling time from X to Y  (                                  )||[AX(tsi), BY ]|| ⇠ 1X Y

Lower bound on scrambling time

Y
• instead, info can be recovered from   
Y, the complement of Y X

tsc � tsi⇒

A
B

tsi &
1

N1�↵/D 0  ↵ < Dtsc �

Guo, Tran, Childs, AVG, Gong, arXiv:1906.02662

logN

N
&

↵ = 0
Lashakari et al, 
JHEP (2013) • nearly tight lower bound on scrambling time! 

tight!

• lattice system     is said to scramble in 
time       if info initially stored in subsystem 
X of size        is no longer recoverable 
from measurements on      alone

S
tsc

X
X

⇠1



= ||[A0(t), Br]||F

Summary

Tran et al (Gong, AVG, 
Lucas), arXiv:2001.11509

Outlook

• fast protocols for preparing the GHZ state required for optimal 
sensing and (not tight) lower bounds on preparation time
• same multi-site signaling bound gives a nearly-tight lower 
bound on the scrambling time  

• improve protocols and bounds until saturation

• for specific tasks, can get tighter bounds

infinite temperature OTOC =

s
tr([A0(t), Br]†[A0(t), Br])

tr(1)

 ||[A0(t), Br]||
- can get tighter light cone for OTOC
- can get even tighter light cone for free particles



Summary

Outlook

• fast protocols for preparing the GHZ state required for optimal 
sensing and (not tight) lower bounds on preparation time
• same multi-site signaling bound gives a nearly-tight lower 
bound on the scrambling time  

• improve protocols and bounds until saturation

• for specific tasks, can get tighter bounds

• improve understanding of equilibrium and non-equilibrium 
properties of long-range-interacting many-body systems

• speed up & bound quantum computing, quantum simulation, 
classical simulation, preparation of entangled states for metrology 
& sensing, etc…
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2D+1
t & r

Conclusions Thank You

Ĥ =
1

2

NX

i=1

✓iẐi f(✓1, . . . , ✓N )

↵ = 1↵ = 0

D
t & r�

(� < 1)

2D
t & log r

t ⇠ log r

t ⇠ 1
D t ⇠ r

t ⇠ r↵�D

D+1

t & 1

N1�↵/D

t & log log r

log r

(|00 . . . 00i+ |11 . . . 11i)/
p
2 preparation time


