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From understanding to control with quantum chemistry
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Understanding Control



Expanding computational toolset for chemical sciences

Quantum computing may help us tackle exponential complexity

Discovery of new materials, molecular systems and 
pathways

Machine 
learning

HPC Software 
Development

Quantum 
Computing



Why quantum chemistry on quantum computers?
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Nitrogenase enzyme

“FeMoco”

Inaccessible, even at exascale!
Quantum computer requires ~100 ideal qubits for solution

Photo-induced catalysis of water
From Galli, University of Chicago

Nature’s answer to Haber Process



Quantum computing and quantum chemistry a natural fit
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Simulating evolution of a quantum system on a classical 
computer in an efficient way is impossible (Feynman, 1982)
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FIG. 1 (color online) Schematic representation of a quantum
system and a corresponding quantum simulator. The quan-
tum state |�(0)i evolves to |�(t)i via the unitary transfor-
mation U = exp{�i~Hsyst}. The quantum simulator evolves
from the state | (0)i to | (t)i via U

0 = exp{�i~Hsimt}. The
simulator is designed such that there is a mapping between the
simulator and the simulated system, in particular the map-
pings |�(0)i $ | (0)i, |�(t)i $ | (t)i and U $ U

0. While
the simulated system may not be controllable (or not exper-
imentally accessible in some cases), the quantum simulator
is. Namely, the initial state | (0)i can be prepared, the uni-
tary evolution U

0 can be engineered, and the final state | (t)i
can be measured. The result of this measurement provides
information about the simulated system. The color arrows
denote the controllable operations. The solid black arrows
describe the time evolution of the system and the simulator.
The dashed arrows indicate the correspondence between the
quantum states of the simulator and the simulated system.

system can be simulated. The basic idea of quantum
simulation is represented schematically in Figure 1.

IV. DIGITAL AND ANALOG QUANTUM SIMULATION

The advantage of quantum simulators over classical
devices is that, being quantum systems themselves, they
are capable of storing large amounts of information in a
relatively small amount of physical space. For example,
the storage capacity of N qubits is exponentially larger
than that of N classical bits. Going back to the exam-
ple given in the previous section, the quantum state of
N = 40 spin-1/2 particles, which would require a 4TB
classical memory register, can be represented by a 40-
qubit (i.e. 5-quantum-byte) register. If the time evolu-
tion of the simulator reproduces the time evolution of
the simulated system, the desired final state can be ob-
tained without the need for numerically exponentiating
a 2N ⇥ 2N matrix. This sounds very promising, but the
quantum simulation problem is not really solved unless
the initial state preparation, the implementation of the
time evolution and the measurement are realized using

only polynomial resources. The importance of measure-
ment must be stressed because the success of quantum
simulation ultimately depends on the ability to extract
useful information from the simulator. As will be dis-
cussed later, these are not easy tasks, even for quantum
simulators.

A. Digital quantum simulation (DQS)

We consider the well-known circuit model for quan-
tum computation (Nielsen and Chuang, 2000). First, the
wavefunction |�i has to be encoded using the computa-
tional basis, i.e., as a superposition of binary bit strings.
A very simple example is the simulation of spin-1/2 parti-
cles. Each particle is represented by a qubit: the spin-up
state |"i is encoded as the qubit state |1i, and the spin-
down state |#i as |0i. For example, the three-spin state
|�i = |""#i is represented in the simulator by | i = |110i.
In order to obtain | (t)i = exp{�i~Ht} | (0)i, U =

exp{�i~Ht} must be applied to the initial state. The
complicated many-qubit unitary transformation U is
implemented through the application of a sequence of
single- and two-qubit gates (we will come back and dis-
cuss the decomposition of U into these simple gates
shortly). Such a circuit-based quantum simulation recre-
ating the evolution | (0)i ! | (t)i is usually referred
to as digital quantum simulation (DQS). Some of the
representative studies on DQS are (Abrams and Lloyd,
1997; Lidar and Biham, 1997; Lloyd, 1996; Marzuoli and
Rasetti, 2002; Ortiz et al., 2001; Raeisi et al., 2012;
Somma et al., 2002; Terhal and DiVincenzo, 2000; Ver-
straete et al., 2009; Wiesner, 1996; Zalka, 1998a,b).

Since any unitary operation can be written in terms of
universal quantum gates, it follows that in principle “any-
thing” can be simulated, i.e. DQS is universal (Lloyd,
1996). However, it must be noted that not any unitary
operation can be e�ciently simulated (that is with poly-
nomial resources) and, therefore, there are Hamiltonians
that cannot be e�ciently simulated in this way. Nev-
ertheless, it is possible to e�ciently simulate any finite-
dimensional local Hamiltonian. This is particularly im-
portant since all local spin systems, and all Hamiltonians
that can be e�ciently mapped to such systems, are in-
cluded in this class. In other words, although not all
mathematically allowed Hamiltonians can be simulated
e�ciently, those that appear in most physical theories
can be simulated e�ciently. Note that finding an e�cient
decomposition in terms of universal gates can in itself be
a di�cult problem (Daskin and Kais, 2011). Further-
more, it must be stressed that the implemented unitary
operation (i.e. that obtained from the decomposition into
single- and two-qubit gates) is generally an approxima-
tion of the desired unitary evolution. In principle, this
approximation can be made arbitrarily accurate (by re-
fining the decomposition), but this comes at the cost of
an ever-increasing number of gates.

Although DQS algorithms rely on applying a time-



Challenge on classical computers is exponential complexity
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The underlying physical laws necessary for 
the mathematical theory of a large part of 

physics and the whole of chemistry are thus 
completely known, and the difficulty is only 

that the exact application  of these laws leads 
to equations much too complicated to be 

soluble.

Paul Dirac



Solving quantum chemistry simulations
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Expanding the wave function !

We end up really solving:  

• Discretization of space for one-electron wave functions 
• Many-electron wave function ! often approximated

– Full configuration interaction is exact solution
– Unitary coupled cluster most widely used
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Accurate solutions are an exponential problem
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Challenging to nearly impossible on classical computers

Superconductivity in MRI 
magnets and wires for 
current transmission

Strongly correlated materials 
are used in battery materials

Electron correlation in materials drives many technologies

be the most important open problem in the understanding of quantum
materials, and it is here that radically new ideas, including those derived
from recently developed non-perturbative studies in string theory, may
be useful.

More unique to the copper oxides is the behaviour observed in a range
of temperatures immediately above Tc in what is referred to as the
‘pseudogap’ regime. It is characterized by a substantial suppression of the
electronic density of states at low energies that cannot be simply related to
the occurrence of any form of broken symmetry. Although much about
this regime is still unclear, convincing experimental evidence has recently
emerged that there are strong and ubiquitous tendencies towards several
sorts of order or incipient order, including various forms of charge-
density-wave, spin-density-wave, and electron-nematic order. There is
also suggestive, but far from definitive, evidence of several sorts of novel
order—that is, never before documented patterns of broken symmetry—
including orbital loop current order and a spatially modulated super-
conducting phase referred to as a ‘pair-density wave’. There are many
fascinating aspects of these ‘intertwined orders’ that remain to be under-
stood, but their existence and many aspects of their general structure were
anticipated by theory7. Superconducting fluctuations also have an important
role in part of this regime, although to an extent that is still much debated.

The high-temperature superconducting phase itself has a pattern of
broken symmetry that is distinct from that of conventional superconduc-
tors. Unlike in conventional s-wave superconductors, the superconduct-
ing wavefunction in the copper oxides has d-wave symmetry8,9, that is, it
changes sign upon rotation by 90u. Associated with this ‘unconventional
pairing’ is the existence of zero energy (gapless) quasiparticle excitations
at the lowest temperatures, which make even the thermodynamic prop-
erties entirely distinct from those of conventional superconductors (which
are fully gapped). The reasons for this, and its relation to a proximate anti-
ferromagnetic phase, are now well understood, and indeed were also anti-
cipated early on by some theories10–12. However, while various attempts

to obtain a semiquantitative estimate of Tc have had some success13, there
are important reasons to consider this problem still substantially unsolved.

Highly correlated electrons in the copper oxides
The chemistry of the copper oxides amplifies the Coulomb repulsions
between electrons. The two-dimensional copper oxide layers (Fig. 3) are
separated by ionic, electronically inert, buffer layers. The stoichiometric
‘parent’ compound (Fig. 2, zero doping) has an odd-integer number of
electrons per CuO2 unit cell (Fig. 3). The states formed in the CuO2 unit
cells are sufficiently well localized that, as would be the case in a collec-
tion of well-separated atoms, it takes a large energy (the Hubbard U) to
remove an electron from one site and add it to another. This effect pro-
duces a ‘traffic jam’ of electrons14. An insulator produced by this classical
jamming effect is referred to as a ‘‘Mott insulator’’15. However, even a
localized electron has a spin whose orientation remains a dynamical degree
of freedom. Virtual hopping of these electrons produces, via the Pauli
exclusion principle, an antiferromagnetic interaction between neighbour-
ing spins. This, in turn, leads to a simple (Néel) ordered phase below room
temperature, in which there are static magnetic moments on the Cu sites
with a direction that reverses from one Cu to the next16,17.

The Cu-O planes are ‘doped’ by changing the chemical makeup of
interleaved ‘charge-reservoir’ layers so that electrons are removed (hole-
doped) or added (electron-doped) to the copper oxide planes (see the
horizontal axis of Fig. 2). In the interest of brevity, we will confine our
discussion to hole-doped systems. Hole doping rapidly suppresses the
antiferromagnetic order. At a critical doping of pmin, superconductivity
sets in, with a transition temperature that grows to a maximum at popt,
then declines for higher dopings and vanishes for pmax (Fig. 2). Materials
with p , popt are referred to as underdoped and those with popt , p are
referred to as overdoped.

It is important to recognize that the strong electron repulsions that
cause the undoped system to be an insulator (with an energy gap of 2 eV)
are still the dominant microscopic interactions, even in optimally doped
copper oxide superconductors. This has several general consequences. The
resulting electron fluid is ‘highly correlated’, in the sense that for an elec-
tron to move through the crystal, other electrons must shift to get out of
its way. In contrast, in the Fermi liquid description of simple metals, the
quasiparticles (which can be thought of as ‘dressed’ electrons) propagate
freely through an effective medium defined by the rest of the electrons.
The failure of the quasiparticle paradigm is most acute in the ‘strange metal’
regime, that is, the ‘normal’ state out of which the pseudogap and the
superconducting phases emerge when the temperature is lowered. None-
theless, in some cases, despite the strong correlations, an emergent Fermi
liquid arises at low temperatures. This is especially clear in the overdoped
regime (Fig. 2). But recently it has been shown that even in underdoped
materials, at temperatures low enough to quench superconductivity by
the application of a high magnetic field, emergent Fermi liquid behaviour
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Figure 2 | Phase diagram. Temperature versus hole doping level for the
copper oxides, indicating where various phases occur. The subscript ‘onset’
marks the temperature at which the precursor order or fluctuations become
apparent. TS, onset (dotted green line), TC, onset and TSC, onset (dotted red line for
both) refer to the onset temperatures of spin-, charge and superconducting
fluctuations, while T* indicates the temperature where the crossover to the
pseudogap regime occurs. The blue and green regions indicate fully developed
antiferromagnetic order (AF) and d-wave superconducting order (d-SC)
setting in at the Néel and superconducting transition temperatures TN and Tc,
respectively. The red striped area indicates the presence of fully developed
charge order setting in at TCDW. TSDW represents the same for incommensurate
spin density wave order. Quantum critical points for superconductivity and
charge order are indicated by the arrows.
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Figure 3 | Crystal structure. Layered copper oxides are composed of CuO2

planes, typically separated by insulating spacer layers. The electronic structure
of these planes primarily involves hybridization of a 3dx2 { y2 hole on the
copper sites with planar-coordinated 2px and 2py oxygen orbitals.
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Taken from Keimer et al., Nature 2015
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FeS enzymatic active center
Molecular magnets used in 

hard drive coating

Spin-crossover and molecular switches

Electron correlation ubiquitous in biology and chemistry

These are a challenge to calculate with classical computers
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Exaflop gives us only a factor of 10x … we need a lot more
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Challenges with quantum hardware
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• # of qubits not yet enough for quantum supremacy/science
• Diverse technologies, each with its own instruction set
• Coherence (available compute time) very short (10s-100s of ops)
• Noise and errors still pretty large

CIRCUITS IONS ATOMS SOLID STATE



HW Challenges lead to tradeoffs developing algorithms
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Coherence Time & Fidelity
- Robust control & stable qubits
- Algorithm timescale problem
- Accessible operations

Number of Qubits Information Extraction
- Translate input/output
- Full readout loses advantage

Measurement
(Read bits)

Evolution
(Operations)

Prep
(Set bits)

| � {| i� , Ei}

Limited data outMinimize opsLimit data in



Challenges with algorithms and software stack

Few algorithms, and an exploding software stack
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End-to-end software stack needed
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Towards useful quantum computing for science
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Hardware technology Scientific algorithms 
and software

• Increasing qubit count
• Increasing lifetimes
• Increasing fidelity and reducing errors

• Reducing qubit count
• Decreasing operation counts
• Incorporating error resiliency



Chemistry on quantum computers so far

Aspuru-Guzik, Dutoi, Love, Head-Gordon, Science 309, 1704–1707 (2005). 

Quantum simulations on quantum computers can 
revolutionize the field of computational chemistry

– Theory and algorithmic work since 2000
– First demonstration in 2010

Classical: Exponential cost    vs    Quantum: Polynomial cost



Algorithms for chemistry evolving rapidly

Bounding computational complexity ever more tightly, from O(N11) in 2013 to O(N3)-O(N) in 2017

Source: McClean & Babbush (Google)



Converting to a language a quantum computer knows
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Molecule Specification:

- XYZ Coordinates

- Spin & Number of electrons

- Discretization (Basis set / grid)

Integral Generation

- Depends on basis set, uses 

external software

- Integral basis change
- Initial state preparation

Map to Qubits:

- Jordan-Wigner

- Bravyi-Kitaev, …

Algorithm and Trotterization of 

exponentials

- Quantum Phase Estimation

- Variational Quantum 
Eigensolver & Ansatz

Map to hardware specific gates,  

connectivity, etc.

Error correction, ancillas, gadgets



Explicit example, Hamiltonian for ethylene 

-76.86638025450547 + 
-0.8107003490615307 [0^ 0] + 
-0.8107003490615307 [1^ 1] + 
-0.4881558809087164 [2^ 2] + 
-0.4881558809087164 [3^ 3] + 
0.2194320533986508 [0^ 1^ 1 0] + 
0.0452018005598162 [0^ 1^ 3 2] + 
0.04520180055981617 [0^ 2^ 0 2] + 
0.18143769455049882 [0^ 2^ 2 0] + 
0.04520180055981617 [0^ 3^ 1 2] + 
0.18143769455049882 [0^ 3^ 3 0] + 
0.2194320533986508 [1^ 0^ 0 1] + 
0.0452018005598162 [1^ 0^ 2 3] + 
0.04520180055981617 [1^ 2^ 0 3] + 
0.18143769455049882 [1^ 2^ 2 1] + 
0.04520180055981617 [1^ 3^ 1 3] + 
0.18143769455049882 [1^ 3^ 3 1] + 
0.18143769455049896 [2^ 0^ 0 2] + 
0.04520180055981622 [2^ 0^ 2 0] + 
0.18143769455049896 [2^ 1^ 1 2] + 
0.04520180055981622 [2^ 1^ 3 0] + 
0.04520180055981618 [2^ 3^ 1 0] + 
0.1647305127940013 [2^ 3^ 3 2] + 
0.18143769455049896 [3^ 0^ 0 3] + 
0.04520180055981622 [3^ 0^ 2 1] + 
0.18143769455049896 [3^ 1^ 1 3] + 
0.04520180055981622 [3^ 1^ 3 1] + 
0.04520180055981618 [3^ 2^ 0 1] + 
0.1647305127940013 [3^ 2^ 2 3] + 
 

-77.65548161283827 <I> + 
0.13679735356084918 <Z0> + 
0.13679735356084918 <Z1> + 
0.00287588978676678 <Z2> + 
0.00287588978676674 <Z3> + 
0.06811794699534135 <Z0 Z2> + 
0.10971602669932540 <Z0 Z1> + 
0.02260090027990810 <Y0 X1 X2 Y3> + 
-0.0226009002799081 <Y0 Y1 X2 X3> + 
-0.0226009002799081 <X0 X1 Y2 Y3> + 
0.02260090027990810 <X0 Y1 Y2 X3> + 
0.09071884727524945 <Z0 Z3> + 
0.06811794699534135 <Z1 Z3> + 
0.09071884727524945 <Z1 Z2> + 
0.08236525639700065 <Z2 Z3> 
 
Jordan-Wigner transformation 
to spin-Hamiltonian
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Prepare, evolve, FT and measure to 
find eigenvalue for eigenvector

Only prepare and measure, 
do the rest classically

Two most common solvers for chemistry 
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Encoding ! and measure within VQE solve

Expansion of wave function with unitary coupled cluster
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Allocate | Qureg[0] 
Allocate | Qureg[1] 
Allocate | Qureg[2] 
Allocate | Qureg[3] 
X | Qureg[0] 
X | Qureg[1] 
H | Qureg[0] 
H | Qureg[1] 
H | Qureg[2] 
Rx(10.995574287564276) | Qureg[3] 
CX | ( Qureg[0], Qureg[1] ) 
CX | ( Qureg[1], Qureg[2] ) 
CX | ( Qureg[2], Qureg[3] ) 
Rz(0.0013188585279302356) | Qureg[3] 
CX | ( Qureg[2], Qureg[3] ) 
CX | ( Qureg[1], Qureg[2] ) 
CX | ( Qureg[0], Qureg[1] ) 
H | Qureg[0] 
H | Qureg[1] 
H | Qureg[2] 
Rx(1.5707963267948966) | Qureg[3] 
 

Measuring the expectation values

Follow with measurement of 14 expectation values

Need to be measured in z-basis

<Z0>, <Z1>, <Z2>, <Z3>, <Z0 Z2>, <Z0 Z1>,  
<Y0 X1 X2 Y3>, <Y0 Y1 X2 X3>,  
<X0 X1 Y2 Y3>, <X0 Y1 Y2 X3>,  
<Z0 Z3>, <Z1 Z3>, <Z1 Z2>, <Z2 Z3> 
 

QPU
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Pioneering work through LBNL LDRD: 
Excited states through quantum subspace expansion (QSE) 
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McClean, J.R., Schwartz, M.E, Carter, J., de Jong, W.A.  - Physical Review A 95 (4), 042308 (2017)



Pioneering work through LBNL LDRD:
Demonstrating end-to-end simulation on Berkeley hardware
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Colless, J.I., Ramasesh, V.V., Dahlen, D., Blok, M.S., McClean, J.R., Carter, J., de 
Jong, W.A., Siddiqi, I.  - Phys. Rev. X 8, 011021 (2018)

Choice of QSE measurements can lead to spurious states 



IBM has since pushed larger chemical systems

Kandala et al. Nature 549, 242 (2017)
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But, quantum supremacy demo far away

Tetracene           Pentacene                             Coronene
CAS(18,18)                             CAS(22,22)                            CAS(24,24)                         FeMoCo

300 million SD                         100 billion SD                           1 trillion SD

π-conjugated systems present in photochemistry and 
photobiology and as building blocks of functional nanodevices
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LBNL’s Quantum Algorithm Team
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Deliver algorithmic, computational and 
mathematical advances to enable scientific 
discovery in chemical sciences on quantum 

computers



Multidisciplinary                    from across computing sciences
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Novel Quantum 
Algorithms

Develop new algorithms 
for chemical sciences that 
can utilize noisy quantum  

computers

• Distinguishing quantum 
information scrambling 
from decoherence
•More efficient ansatzes 

for chemical simulations
• Efficient encoding
• Quantum autoencoders

Computer Science on 
Quantum Devices

Analyzing, optimizing and 
controlling algorithms and 

simulations on noisy 
quantum hardware

• Implemented noise 
injection in ProjectQ
• Algorithmic error 

mitigation techniques
• Generalized swap 

networks for low-depth 
parallelization of gates

Applied Mathematics for 
Quantum Computing

Develop better optimizers 
for noisy stochastic 

optimization problems in 
quantum computing

• Development of scikit-
quant-opt library of 
optimizers
•Multistart methods for VQE 

and QAOA
• Exploring optimizers for 

hardware gate optimization



Algorithm example:
Verifiable simulation of a fast scrambling quantum circuit
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Hawking  
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First demonstration with trapped ions

AQT experiment ongoing

arXiv:1806.02807

Teleportation protocol as "intrinsic" verifier of 
many-body quantum circuits 

arXiv:1803.10772 Yao Group UCB



Algorithm example:
Tensor Networks for VQE and machine learning

• States prepared with tensor 
network ansatz (MERA) 
– Low gate complexity 
– Noise resilience

• Tensor networks for image 
classification 
– Easy to prepare 
– High level of noise resilience

- 31 -

Whaley Group UCB



Computer science integral part in advancing quantum computing

Overall improvement of software stack 
• Better compilers and circuit optimizers
• Towards comprehensive gcc for quantum computers
• Tackling error propagation and mitigation
• Efficient circuits for most accurate solutions
– Accounting for error due to noise and limitations of architecture

• Extensive effort in error control, modeling and understanding
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We need to understand impact of gate noise

Individual gate noise affects how distributions are sampled
• Random noise shift and broadens sampling distribution 
• VQE most sensitive to noise on control qubit in CNOT
• Additions to ProjectQ allow testing of different noise levels at individual gates
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We are pursuing practical fault-tolerance

Apply different techniques to different part of the simulation
• Heralding for correct initial state
• Individual operations error corrected 
• Mitigating readout errors with confusion matrix
• Machine learning to tackle decoherence

2-4 qubit circuits are under development
• Testing on simulators with error models
• Experimental validation on LBNL testbed, IBM and Rigetti
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Correcting measurement errors

One qubit measurement (IBMQX4):

|0> {'00000': 7904, '00001': 197, '00010': 85, '00011': 6}
|1> {'00000': 800, '00001': 7285, '00010': 11, '00011': 96}

Two qubit measurement
|00> {'00000': 7909, '00001': 191, '00010': 89, '00011': 3}
|01> {'00000': 707, '00001': 7382, '00010': 8, '00011': 95}
|10> {'00000': 585, '00001': 19, '00010': 7409, '00011': 
179}
|11> {'00000': 66, '00001': 507, '00010': 686, '00011': 
6933} Correction with covariance 

matrices, disentangling confusion
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Reducing stochastic noise

Ying Li and Simon C. Benjamin - Phys. Rev. X 7, 021050 (2017)

Converting non-stochastic to stochastic 
(randomized benchmarking)

Adding error on 
purpose
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Building error correction into circuits
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Single error detection Magic states



Not every qubit is equal on real hardware
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IBMQ Tokyo Hardware

Circuit

+

Topology



Applied math advances needed for stochastic optimization
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Skquant-opt: Optimizers for noisy intermediate-scale quantum devices

Exploring ability  of known 
stochastic optimizers to handle 
noise 
– Some are better then others 
– Building scikit-quant suite 

containing optimizers
– http://scikit-quant.org
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Collaboration between LBNL, ANL, Google, Universities, ORNL, Sandia



Discontinuous Galerkin as a new mathematical wave function basis 

• Diagonal basis for the Coulomb 
operator highly advantageous for 
reducing complexity

• Discontinuous Galerkin (DG) 
– Block diagonal basis set
– Preserves sparsity structure
– Reduces the preconstant for 

representing the Coulomb operator
Ongoing work Lin Lin
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Development of talented workforce is badly needed

- 42 -

Development of computer science and applied math areas essential 



QAT Teams organize SC18 Tutorial, more needed

Quantum Computing for Scientific 
Applications at SC18 attracted 100 
professionals

Planning boot camps and other 
information exchange possibilities, 
including at LBNL 
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Connections with industrial partners essential

- 44 -

LBNL Cyclotron Road Incubator
Novel hardware architectures

Hardware access
Integration of tools into Forest

Hardware access 
Error mitigation and software

Algorithm development
Classical optimizer development

Siemens supporting graduate student at UC Berkeley

Algorithm development partnerships with VW and Daimler

Compiler development



In summary

LBNL is driving quantum computing forward as a 
platform for scientific discovery 

LBNL’s QAT is trying to push things forward for 
chemistry
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