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Overview

2 LHC overview of 2017
0 Luminosity Levelling options

d Experience and observations with luminosity
levelling.




LHC Main Goals for 2017

Main goal for 2017 was to maximize the integrated luminosity. Target of 45fb-1 while
implementing new features needed for HL-LHC

pp at 6.5TeV beam energy
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Main achievemgﬁonts 2017

Total integrated luminosity

> ATLAS/CMS > 50 fb"
> LHCb = 1.98 fb"
> ALICE =19.1 pb”

2017: Best production year
(~0.5 fb-1 /day on average after TS2)

Excellent Machine Availability
(~50% in Stable Beams)

Pre-Cycle
Fault / Downtime 2%
19%

Operatlo‘
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49%

CE/RW
.

N/

1

2017

50_—
40—

30—

Integrated Luminosity [fb

20—

0 e |
02-Mar 02-May 01-Jul 31-Aug

31-Oct 31-Dec
World’s record Peak Luminosity:
2.2x1034 cm-2s-1

This was achieved by optimising the cycle,
better orbit control, smaller beta-star, eftc.
and by exploring new beam with higher
brightness




Beam types
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Beam types
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Filling schemes

During the first period of 2017, 25ns bunch spacing with up to 144b per injection.
Allows to fill the machine with up to 2556 bunches.

Zoom
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Second part of the year, 8b4e. New Injection scheme with 8 bunches filled and 4
empty, reducing heat load from electron cloud. The machine is then filled with ~ 1900
bunches but intensity and emittance are pushed in order to increase the peak Iumrnosrty
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Luminosity increase

Need to switch to 8b4e type beam to cope with

LHC vacuum issues, this reduced the total number N2

of bunches that could be injected. £ L b np frev%“ I
However, switch to BCS 8b4e to maximize beam T Are 5 *
brightness n

2017 - Stable Beams Emittances vs Beam Type
PuShIn Plan.e
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P Higher peak luminosity

== veica At the cost of higher
pile-up due to reduced

‘ ‘“ number of bunches

BCMS 8bde 8bde BCS 2.5TeV

N. Karastathis, S. Papadopoulou et al., LMC 29/11/2017
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Why levelling?

Luminosity production is one of the goals of a collider. How do you deliver this
luminosity is important for the experiments. Use levelling to control peak
luminosity.

1e34

—— not levelled

i ey S Levelling might decrease the
Simplistic model with only ) total integrated luminosity or

losses due to burn-off.
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push it with “anti-levelling”.
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The experiments have constrains on number of pile-up events
that could be accepted. Levelling could be used to mitigate this
effect. It was advice to explore the possible techniques at the
LHC in view of HL-LHC
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Pile-up CMS 2017

Courtesy of S. Paramesvaran and C.Schwick for CMS collaboration
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Pile-up CMS 2017
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Pile-up CMS 2017
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Pile-up CMS 2017
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Exploring levelling at LHC

Separation Levelling
= Adding a small transverse offset (local orbit bump) to the beams.
= |t is the simplest way of implementing the levelling

Crossing angle levelling
= Modification of large local orbit bump
= Requires changes on the Orbit Feedback (Reference)
= Requires collimator movement to protect triplet aperture

Beta-star levelling

= Quoting Jorg Wenninger: “All the glory and complexity of a squeeze
step”

= Changes on local optics, orbit, etc.

= Orbit Feedback and Collimators have to follow




Separation Levelling

Levelling by separation is implemented at LHC since 2011. Trim of a small
local orbit bump to separate or merge the two beams. Initially done
manually by operators and automatised in 2012.

fime >

<A Dy
bl MU\t

The model/feedback converts the
step size from beam size to
millimetres and uses the LSA knobs
to trim the new values.

Follin and D.Jacquet 2012

Experiments request/configure several parameters: target luminosity, levelling step,
etc. and publish their measurement of peak luminosity.

Feedback based on above parameters.




Separation Levelling: Stability

Cons: Since no head-on collisions the stability area is small, bunches are more
sensitive to instabilities with respect to head-on. Expect variable tune shift
depending on the levelling conditions.

loss of Landau damping

Exa m p I e : FB 1- Average Bunch Intensities over 1s . Updated: 13:58:48 FB 2 - Average Bunch Intensities over 1s Updated: 13:58:4
) 14E11-@W$W%ﬂﬁ"w%wm . i'::i:;.:s';. it ot ke s e d s it B 15,

Run | observation of g oo TURTA | v ket aregh g g Bt

bunches colliding only in = i

IP8 with too low Landau 1 =

damping and became BEO_II' — ’5;!; — ']:]‘l.]l]' = ;’5’!:0"“‘:0‘::"’::0’ = ;l’]‘l]‘l’]' — ;‘:ﬂ oEul] 5[’]0 lll'l]U lShU ZU'UU 25'I]U 3I]'UU 35’0I

UnStable- Cured by some bunches in ring 1 were losing very quickly due to instabilities

damping with head-on — interlock kicked in at ~4e10 ppb, and fills terminated prematurely

COIIiSiOnS I.n IP 1/IP5 — bunches colliding only in IP8 (levelled by separation)

changed collision pattern to have head-on collisions in IP1/5 for all bunches
— need the beam-beam tune spread
— kept 3 non-colliding for background studies at IP1/5

X. Buffat, “Stability diagrams of
colliding beams”

G.Papotti BB workshop 2013 X Buffat, “Consequences of missing
collisions, beam stability and Landau

H ”
giulia.papotti@cern.ch damping




Separation Levelling: 2017

In 2017, due to high pile-up conditions with the new hight brightness beams
levelling with separation was also successfully used for IP1/IP5.

About 3 hours of levelling High luminosity data taking
in IP1/IP5 %,
A typical 8b4e, BCS, B*=30cm fill in ATLAS (same for CMS)
From peak |;manSItleS Btea;nsfr;ﬁlad-';? at 2 2; ATLAS Oniis Loinobity Fill 6311
start o with very g = [__] LHC Delivered All
above 2x10% levelled to high lumi ~2e34 w:—wgmc D:Iiv:r:d Stable
1.5x1034 % 18I ATLAS Ready Recorded
> 160 -
No observed issues. Lumilevelled at ~1.5e34 £ 1oF
with beam separation. § 10E
Leveled for ~3hrs. - L1
Beam Lifetime maintained Crossing angle reducﬁon//:f
around 30 hours for both after levelling over, 4 [
. . INCcreases Ium|n05|ty o] — B
beams (including burn-off Qb
. . 19-18h 19-20h 19-22h 20-00h 20-02h 20-04h 20-06h 20-08h 20-10h 20-12h
from luminosity) CEST Time
In this configuration integrate 0.5/fb in 12hr fill
Experiment feedback - Evian 2017 JBOyd EVIan 2017 4




Crossing Angle Levelling

Or anti-levelling...

Crossing angles at the colliding IRs are necessary to decrease the Beam Beam force.
As intensity decrease over time the initial Beam Beam separation can be reduced.

| = 4

Implementation is more complex. The orbit needs to be controlled during change
Feedback must be ON (see Michi’s talk) and the knob is larger.

TCT Collimators protecting the triplet should be moved at each crossing bump steps.

CE/RW
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Crossing Angle Levelling: Collimators

150 urad half crossing 120 urad half crossing
........................ Z
No B 4
! eam  M--seesesseeseeeseoeeeoee J T BREEE LR CEELEELEE
4 v
R A £ KSR SNSRI
. No
v
Collimator Position Interlocks LT TR TR P RPN R RS

The collimator position interlocks are opened in Stable Beams (just “inner” limit
towards the zero crossing angle)

The machine protection validation is done in the two extreme configurations.
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Exploring Crossing Angle Levelling |

A smooth crossing angle reduction £ "fee o
was tested during Machine s 0
Developments 2016. E 4

3

Crossing angle changes were done
to increase/decrease luminosity.

—1P1

IIIIIIIIIIIIII|IIII|IIII TT

Steps between 20-85 urad M "'14!0;' | '14!20':§' a0 15|oo —52 EE1540 16(;c;

Two nominal bunches colliding

ATLAS/CMS. EoCC remvam E
Monitoring of beam position at TCT : | / E
collimators. Reproducible orbit oF E

e

Demonstrating compatibility with Stable Beams. Time (10/09/2016)
Deployed operationally at the LHC in 2017 CERN-ACC-NOTE-2016-0058

CE/RW
.

N/



Different Crossing Angles at LHC

Implact of different crossing angles were in addition tested in other MDs in order to
explore the limitation due to long ranae beam-beam effects.

A train of 144 bunches
colliding ATLAS/CMS

Half-Crossing from 185-90 urad
Both ATLAS/CMS

Losses only in Beam 1
Mainly in the Vertical Plane
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IPAC 2017 B.Salvachua et al.



http://accelconf.web.cern.ch/AccelConf/ipac2017/papers/tupva025.pdf

Angles at LHC

Different Crossing
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IPAC 2017 B.Salvachua et al.



http://accelconf.web.cern.ch/AccelConf/ipac2017/papers/tupva025.pdf

Different Crossing Angles at LHC

Analysis of bunch-by-bunch losses shows that the losses occur mainly on the bunches
with more Long Range encounters.

Data shown here corresponds to 2 fills in 2016. The second fill (bottom) a vertical
tune shift correction was applied ind to compensate for the expected shift. Losses
are clearly reduced. Beam lifetime improves when shifting the vertical tune Beam 1.
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Experience with Crossing 2017

Smallest Half-Crossing angle used at beta-star of 30 cm : down 120 urad,
corresponding to a beam-beam separation of 6.9sigma

Parasitic collisions observed if we go below.
1e34
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Beta-star Levelling

Consists of squeezing or de-squeezing the beam at the IR while colliding in order to
control the peak luminosity, in Stable Beams.

Since beams are colliding head-on there will be much larger tune spread and
Landau damping

Requires all the complexity of a squeeze step: magnets, collimators, optics, orbit,
etc.

Proof of principle was already demonstrated in 2012.

30/ — cMs

225 — ATLAS

32.0

-

£15
However the machinery to 31.0
synchronise all the suspects was 0.5
tested during MD in 2017

2012

00 80 100 120
Time [min since 2012-07-11 06:10:00.000]

)

N/



Beta-star Levelling

Tested 2017 in MDs with 2 nominal bunches colliding in IP1/IP5.
Three beta-star steps executed from 40cm: 37cm, 33, 30cm

Evolution of luminosity in ATLAS/CMS while squeezing/de-squeezing, interleave
with luminosity scans.

settings.
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‘M. Hostettler et al., MD4 2017 . _ 10 -
P30 7200 1230 1300 1330 1400 1430 1500 3o E
Some developments may still be needed to t,
optimise the optics transitions and collimators ;

o

Start using it at end-of-fill tests.
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Luminosity Server

Several processes need to be synchronised when levelling is operational

This is done in the new ‘Angle Steering l
luminosity server.

ok Status RBAC
Scan Parameters - BP: PHYSICS-6.5TeV-300m-120s-2017_VI®120_[END] @ 6499.1 GeV (PROTON-PROTON)

Nominal Emittances: H«3.5um V«3.5um Beta’ : IP1<03m IP2«10m IP5«0.3m IP8«3m Scan lmits : IP1=2.5 sig. IP2«2.5 sig. IP5=2. 1P« 2.5 sig.

Settings Database trims, | e TN W T W W W WPy rerr W=y W o ATy

Task Manager | Lumi Display | Emittance scan [IPS] x | Crossing Angle Steering X | Exp. Separation Levelling IP§

Monitoring of Luminosity from E— s =S
experiments, control of different | lo ™ " ... T ——
levelling options, etc. e e HW A= .
Includes: o : Lumi jump due
- Separation Levelling . to X-ing angle
- Crossing angle Levelling Changi
- Beta-star to come... -

. ... M. Hostettler




A look into the beam losses

Take a standard fill BCSM in Stable Beams...
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A look into the beam losses

Estimate how much we loose at the collimators and on burn-off
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Summary/Conclusions

9 Luminosity Levelling Operational at LHC:
2 With Separation
2 With Crossing Angle (anti-levelling)

2 Mechanism for luminosity levelling with Beta-
star tested and will be deployed operationally
in 2018 as end-of-fill tests (initially)

d Losses are kept relatively small in 2017.
Only during the first hour of Stable Beam
losses in Beam 1 are similar to burn-off.







