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ABSTRACT

This article presents the prediction difference analysis method for visualizing the
response of a deep neural network to a specific input. When classifying images,
the method highlights areas in a given input image that provide evidence for or
against a certain class. It overcomes several shortcoming of previous methods and
provides great additional insight into the decision making process of classifiers.
Making neural network decisions interpretable through visualization is important
both to improve models and to accelerate the adoption of black-box classifiers in
application areas such as medicine. We illustrate the method in experiments on
natural images (ImageNet data), as well as medical images (MRI brain scans).

1 INTRODUCTION

Over the last few years, deep neural networks (DNNs) have emerged as the method of choice for
perceptual tasks such as speech recognition and image classification. In essence, a DNN is a highly
complex non-linear function, which makes it hard to understand how a particular classification comes
about. This lack of transparency is a significant impediment to the adoption of deep learning in areas
of industry, government and healthcare where the cost of errors is high.

In order to realize the societal promise of deep learning - e.g., through self-driving cars or personalized
medicine - it is imperative that classifiers learn to explain their decisions, whether it is in the lab, the
clinic, or the courtroom. In scientific applications, a better understanding of the complex dependencies
learned by deep networks could lead to new insights and theories in poorly understood domains.

In this paper, we present a new, probabilistically sound methodology for explaining classification
decisions made by deep neural networks. The method can be used to produce a saliency map for each
(instance, node) pair that highlights the parts (features) of the input that constitute most evidence for
or against the activation of the given (internal or output) node. See figure 1 for an example.

In the following two sections, we review related work and then present our approach. In section 4 we
provide several demonstrations of our technique for deep convolutional neural networks (DCNNs)
trained on ImageNet data, and further how the method can be applied when classifying MRI brain
scans of HIV patients with neurodegenerative disease.

Figure 1: Example of our visualization method: explains why the DCNN (GoogLeNet) predicts "cockatoo".
Shown is the evidence for (red) and against (blue) the prediction. We see that the facial features of the cockatoo
are most supportive for the decision, and parts of the body seem to constitute evidence against it. In fact, the
classifier most likely considers them evidence for the second-highest scoring class, white wolf.
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