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in the input and output layers respectively. In-between there can be multiple hidden layers

with the numbers of neurons as hyper-parameters. The connections between two layers form

a trainable weight matrix W . Each layer (except the input layer) learns representations of its

previous layer through firstly a linear operation z = xW +b and then use it as the argument

of an activation function �(z). The linear operation can perform various operations, such as

scaling, rotating, boosting, increasing or decreasing dimensions, on the vector x, with the

bias b a trainable parameter. �(z) activates the neurons of the present layer with their values

and computes the correlations between the neurons of the previous layer. For classification

network, softmax activation function �(z)
j

= exp(z
j

)/
P

K

k=1 exp(zk) is usually used in the

final layer to compute the probability of each category. By stacking with multiple hidden

layers, the deep neural network may learn high-level representations that can be classified

or interpreted easily. The activation functions used in our study are shown in Fig. 5.

0

1

0 0

(a) Sigmoid (b) ReLU (c) PReLU

�(z) =
1

1 + exp(�z)
�(z) =

�
z, z > 0
az, z � 0

�(z) =

�
z, z > 0
0, z � 0

FIG. 5. (a) Sigmoid, the logistic function which has an ‘S’ shaped curve (b) ReLU, rectified linear

unit that activates the neuron when z > 0 and (c) PReLU parametric rectified linear unit that

additionally activates leaky neurons at z < 0 with learnable parameter a.

Loss function l(✓) is the di↵erence between the true value y (from the input of supervised

learning) and the predicted value ŷ = f(x, ✓) by the neural network in a forward pass. The

simplest loss function is the mean square error l(✓) =
P

i
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)2. In this paper we use the

cross entropy loss function from information theory,
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