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FIG. 4. The mean and standard deviation of prediction accuracy in 10-fold cross validation tests

when di↵erent fractions of the training data is used to train the network.

accuracy increases as one increases the size of the training dataset, which is in line with the

practical expectation that more training data could boost the network’s performance. With

the full training data, we get on average a larger than 95% prediction accuracy, which is a

very positive manifestation of the generalization capability of our deep CNN.

For the network settings, most of the parameters are introduced in the fully connected

layers. In an alternative model, we add 2 more convolutional layers with filter size (3, 3) and

subsequent average pooling layers to reduce the number of neurons in the flatten layer and

also in the first fully connected layer, which helps to reduce the total number of parameters

by a factor of 10. This deeper neural network produces similar prediction accuracy and

model uncertainty in a 10-fold cross validation tests.

IV. SUPPLEMENTARY MATERIAL

Feedforward neural network learns one target function x : f(x, ✓) ! y that maps the

input vector x to output vector y with parameter ✓. Elements of x and y form the neurons


