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Figure 2: Simple illustration of the sampling procedure in algorithm 1. Given the input image x, we select
every possible patch xw (in a sliding window fashion) of size k ⇥ k and place a larger patch x̂w of size l ⇥ l

around it. We can then conditionally sample xw by conditioning on the surrounding patch x̂w.

Algorithm 1 Evaluating the prediction difference using conditional and multivariate sampling
Input: classifier with outputs p(c|x), input image x of size n⇥ n, inner patch size k, outer patch
size l > k, class of interest c, probabilistic model over patches of size l ⇥ l, number of samples S
Initialization: WE = zeros(n*n), counts = zeros(n*n)
for every patch x

w

of size k ⇥ k in x do
x

0
= copy(x)

sum
w

= 0

define patch ˆ

x

w

of size l ⇥ l that contains x
w

for s = 1 to S do
x

0
w

 x

w

sampled from p(x
w

|ˆx
w

\x
w

)

sum
w

+= p(c|x0
) . evaluate classifier

end for
p(c|x\x

w

) := sum
w

/S
WE[coordinates of x

w

] += log2(odds(c|x))� log2(odds(c|x\x
w

))

counts[coordinates of x
w

] += 1

end for
Output: WE / counts . point-wise division

where odds(c|x) = p(c|x)/(1 � p(c|x)). To avoid problems with zero probabilities, Laplace
correction p (pN + 1)/(N +K) is used, where N is the number of training instances and K the
number of classes.

The method produces a relevance vector (WE
i

)

i=1...m (m being the number of features) of the same
size as the input, which reflects the relative importance of all features. A large prediction difference
means that the feature contributed substantially to the classification, whereas a small difference
indicates that the feature was not important for the decision. A positive value WE

i

means that the
feature has contributed evidence for the class of interest: removing it would decrease the confidence
of the classifier in the given class. A negative value on the other hand indicates that the feature
displays evidence against the class: removing it also removes potentially conflicting or irritating
information and the classifier becomes more certain in the investigated class.

3.1 CONDITIONAL SAMPLING

In equation (3), the conditional probability p(x
i

|x\i) of a feature x
i

is approximated using the
marginal distribution p(x

i

). This is a very crude approximation. In images for example, a pixel’s
value is highly dependent on other pixels. We propose a much more accurate approximation, based
on the following two observations: a pixel depends most strongly on a small neighborhood around it,
and the conditional of a pixel given its neighborhood does not depend on the position of the pixel in
the image. For a pixel x
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, we can therefore find a patch ˆ
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of size l⇥ l that contains x
i

, and condition
on the remaining pixels in that patch:
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This greatly improves the approximation while remaining completely tractable.

For a feature to become relevant when using conditional sampling, it now has to satisfy two conditions:
being relevant to predict the class of interest, and be hard to predict from the neighboring pixels.
Relative to the marginal method, we therefore downweight the pixels that can easily be predicted and
are thus redundant in this sense.

3


