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With L1 or L2 regularizations, the loss function receives another term used to constrain the

values of ✓ from going wildly,

L1 : l(✓) = l(✓) + �||✓||1 (3)

L2 : l(✓) = l(✓) + �||✓||22 (4)

where � is the regularization strength, ||✓||
p

⌘
⇣P

n

j

|✓
j

|p
⌘1/p

is the p-norm of the parameters

✓ = (✓1, ✓2, ..., ✓n). Larger � leads to smaller ✓, especially for high orders in the target

function, which increases the generalizability of the neural network.

Back propagation indicates the gradients of the loss function in parameter space propagate

in the backward direction of a neural network in order to update ✓. For example, in the

stochastic gradient decent (SGD) method, ✓ is updated with fixed learning rate ✏

✓

0
= ✓ � ✏

@l(✓)

@✓

(5)

In practice we train the network in batches, where ✓ is updated once for all the samples in

one batch,

✓

0
= ✓ � ✏

m

mX

i=1

@l

i

(✓)

@✓

(6)

where m is the batchsize, l
i

is the loss given by the ith training sample in a batch. In our

study, we use the AdaMax method [44], which computes adaptive learning rates for di↵erent

parameters based on estimating the first and second moments of the gradients. We initially

set the learning rate as ↵ = 10�4 and keep the other parameters the same as in [44].

Batch normalization solves the internal covariate shift problem, which is a common issue

in DL that hinders the learning e�ciency [39]. Using the batch mean µ

B

= 1
m

P
m

i=1 xi

and

batch variance �2
B

= 1
m

P
m

i=1(xi
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B

)2, the input vector x is normalized as x̂
i

= xi�µBp
�

2
B+✏

that

has mean 0 and variance 1, with ✏ a small number preventing divergence. The x̂ is further

scaled and shifted by �x̂ + � before going to the next layer, where � and � are trainable

parameters. Note that during the testing, population mean and variance of the training

dataset are used.

Dropout is a regularization technique that reduces overfitting by randomly discarding a

fraction of neurons (features) and all their associated connections to prevent co-adaption [47]

of neurons for each training sample .

Prediction Di↵erence Analysis is a method to visualize the di↵erence between the log-

odds of the prediction probability p(y|⇢) and p(y|⇢\i), where y is the class value, ⇢ is the real


