
LCD and LArIAT Datasets 
And 

CaloDNN and LArTPCDNN 
Amir Farbin  
(ATLAS/UTA) 

LCD Calo Dataset made by M. Pierini (CMS/CERN) + JR Vlimant (CMS/Caltech) 
LArIAT Dataset made by S. Shahsavarani (Neutrinos/UTA) + AF



Intro
• Reconstruction level DL requires realistic detector simulation… not as easy as 4-vectors or 

parameterized detectors. 

• Experiments are understandably strict about their data. Prohibits:  

• Cross experiment or HEP/ML collaboration 

• Rapid publication of DL R&D (no physics). 

• Imaging detectors (Granular Calorimeters, TPCs, Cherenkov, …) ideally suited for Deep Learning. 

• We generated the LCD and LArIAT Datasets to avoid these issues.  

• Dataset and code very similar, so I’ll talk about both. 

• Weekly LCD meetings to organize work. Should do for LArIAT. 

• Data Science @ LHC (Nov 2015 @ CERN) -> DS@HEP.  

• Experts workshop (July 2015): these datasets were introduced in prim. Goal was to make them 
public for NIPS… btut we didn’t get a workshop and got busy. 

• Goal is to reveal datasets at next workshop. May 8-12 @ FNAL. https://indico.fnal.gov/
conferenceDisplay.py?confId=13497

https://indico.fnal.gov/conferenceDisplay.py?confId=13497
https://indico.fnal.gov/conferenceDisplay.py?confId=13497


Message
• Everyone is busy, so help is appreciated: 

• Contribute to finalizing data and Nature Scientific Data paper. 

• Collaborate on research.  

• We ask that Dataset paper would be the first, and all work done before DS@HEP WS be 
collaborative. 

• These are large datasets (LCD = 20 GB so far, LArIAT = 20 TB) 

• Distribution and processing require extra thought 

• Code to efficiently read the data should be provided.  

• Not clear if we should distribute full running examples… or even collaborative code used for papers. 

• I’ll present my packages… open to input and suggestions. 

• I feel like I’m often working in a corner may make mistakes. 

• I have lots of questions I have no one to ask. 

• I hope this forum could be a place to share experiences and give advice…



LCD Calorimeter
• CLIC is a proposed CERN project for a linear accelerator of electrons and positrons to TeV 

energies (~ LHC for protons) 

• Not a real experiment yet, so we) can simulate data and make it public.  

• Simpler geometry than ATLAS…  

• The LCD calorimeter is an array of absorber material and silicon sensors  comprising the 
most granular calorimeter design available  

• Data is essentially a 3D image 

• So far several million Pi0, Elec, ChPi, Gamma. 10 to 510 GeV. Low energy and Jet 
samples planned. 

• ECAL (25x25x25) / HCAL (5x5x60) “window”. Aux info: Energy, …  

• First studies, π
0

 vs γ classification with various DNNs by summer students.  

• Code/results not collected… but should be easy to redo. 

• New version of dataset.  

• Some visualization code exists… Full running example in CaloDNN. 

• Many interesting problems: PID Classification, Energy Regression, Shower generative 
models. 

The LCD calorimeter
• CLIC is a CERN project for a linear 

accelerator of electrons and 
positrons to TeV energies (~ LHC for 
protons) 

• The LCD is the detector design 
associated to the project 

• The LCD calorimeter is an array of 
absorber material and silicon 
sensors 

• So far, the most granular (i.e., more 
“pixels”) calorimeter design 
available 
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A long way to an optimal network architecture
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• From this first exercise, 
we still have sizeable 
improvement margin 
ahead 

• Planning for an 
extended 
hyperparameter 
optimization on the 
CSCS cluster in Lugano 

• Starting to work on 
regressions in parallel, 
with CERN/Caltech 
Summer students 

Calorimetry in one slide
• Most particles hitting a dense material develop a 

shower of particles  

• In this stochastic process, they loose energy, which 
is transmitted to the material 

• Properly instrumenting the material, this energy can 
be collected as an electronic signal and converted 
into an energy measurement 

• The shape of the shower is related to the nature of 
the particle 

• calorimeter fragmented in cells to allow particle 
identification from shower shape 

• each cell is a volume in space associated to an 
energy deposit

Electromagnetic 
shower (e, γ)

Hadronic shower 
(π, Κ, p, n, ..)
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Join the fun….



LArIAT Data
• LArIAT is a small LArTPC detector: 2 wire places with 240 wires each, 4096 

samples. 

• 1 M each of: antielectron, kaonPlus, nue_CC, nutaubar_CC  pionMinus, 
antimuon, nue_NC, nutaubar_NC, pionPlus, antiproton, muon, 
numubar_CC, nutau_CC, electron, numubar_NC  nutau_NC, proton, 
nuebar_CC, numu_CC, photon, kaonMinus, nuebar_NC, numu_NC, pion_0 

• Data: Sim done.  

• Raw ADC readout: 2 x 4096 x 240 (essentially no noise) 

• Geant4 charge deposits. SparseTensor allows creating 3D images of 
any resolution. (Needs reprocessing of data-prep steps) 

• Aux info: type of interaction, energy, … 

• Studies: 

• Preliminary studies very promising. 

• Subsequent work (P. Sadowski + ?) showed impressive classification 
performance using siamese inception model trained for 1 week. 

• A bit of work on energy regression… not as straightforward.  

• Progress stalled… 

• Interesting problems: PID classification, Energy Regression, Compression/
Noise suppression, 2x 2D -> 3D (DNN tomography)

Photons

Electrons

Muons

Pions

Protons



Technical Challenges
• Data comes as many h5 files, each containing O(1000) events, organized into directories by particle type. 

• Needs to be read, mixed, “labeled”, and normalized…. can be time consuming. 

• Doesn’t fit in memory…  

• Very difficult to keep the GPU fed with data. GPU utilization often < 10%, rarely > 50%. 

• Keras python generator mechanism: 

• Allows reading on the fly and parallel read 

• Found 2 problems: (Am I crazy?) 

• Multiprocessing requires the generators to be thread_safe, which means putting in a locking mechanism which only allows 
one process to read the data at a time. So > 2 processes not useful. 

• Easy to mess up and have parallel generator instances deliver overlapping data. 

• LCD data is ~ x10 slower with naive Keras generator vs preloading in memory. 

• I wrote a standalone parallel generator: DLKit/ThreadedGenerator: 

• Python Global Interpreter Lock (GIL) allows only one thread to run at a time… so must use multiprocessing. 

• Current implementation: Filler process sends requests (file/block) via multiprocessing queues to workers processes that deliver 
data to corresponding threads via pipes that feed the generator via thread queues. 

• Bottle neck is the process to thread pipe… data needs to be serialized. Working on share memory solution… 

• Data can be premixed. Premix: ~2x slower than data in memory. Mix as you go: ~4x slower than data in memory. 

• System resources become problem when running many trainings in same system. Working on framework upgrade to 
simultaneously train several models with same data.



DLKit
• Thin layer on top of Keras. 

• My personal DNN framework. I imagine many of you would write 
something similar…  

• Handles book keeping for comparing large number of training 
sessions (e.g. for hyper parameter scan or optimization) 

• Tools necessary to setup HEP problems. 

• I have several HEP problems setup using this package: 

• EventClassificationDNN, MEDNN, CaloDNN, LArTPCDNN, … 

• Hyperas or Spearmint integration demonstrated, but needs work. 

• Keras / MPI Integration also in the works. 

• Already ran on BlueWaters and Titan. 

• https://bitbucket.org/anomalousai/dlkit/src

https://bitbucket.org/anomalousai/dlkit/src


CaloDNN/LArTPCDNN
• Instantiates generators for efficiently reading or premixing 

data. 

• Provides out-of-the-box running realistic (not toy) models. 

• Orchestrates running large HP scans. 

• Makes tables…  

• Jupyter notebook analysis in works. 

• Generates standard plots. 

• https://github.com/UTA-HEP-Computing/CaloDNN 

• Polishing up package for public… 

• Gearing up for a big BlueWaters run… 

• Large HP Scan (not optimization) 

• “Regularization”: training time.

https://github.com/UTA-HEP-Computing/CaloDNN
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