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Damage	from	passengers	collisions	inside	a	Quantas	Airbus	A330	in	
October	2008.	All	potenGal	causes	for	the	failure	of	the	plane’s	flight	
control	system	have	been	found	unlikely,	except	for	a	radiaGon-induced	
error	(SEU)
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Single Event Upset at Ground Level 

Eugene Normand, Member, IEEE 
oeing Defense & Space Group, Seattle, WA 98124-2499 

Abstract 
Ground level upsets have been observed in computer systems 
containing large amounts of random access memory fRAM). 
A~osphcric neutrons are most llkcly the major cause of the 
upscts based on measured data using the Weapons Neutron 
Rescarch (WNR) neutron beam. 

I. INTRODUCTION 

Several years after single event upset (SEU) was discovered 
in space in 1975, J. Ziegler [l] noted the potential for 
microelectronics on the ground to be susceptible to SEU from 
cosmic ray secondaries, primarily neutrons. Ziegler's work 
was prompted by the work of T. May and M. Woods [2] in 
uncovering errors in RAM chips due to upsets caused by the 
alpha particles released by U and Th contaminants within the 
chip packaging material. The alpha problem was regarded 
seriously and chip vendors took specific actions to reduce it to 
l o l ~ ~ b ~ e  levels, mainly by reducing the alpha particle flux 
emitted by packaging and processing materials to generally < 
0.01 Wcm2-hs [3]. 

Unfor~nately, the potential for cosmic rays causing SEU on 
the ground received little attention, and has received almost 
no public recognition on the part of chip vendors. Very 

revealed that beginning in 1979, they 
un~er~ook a very large proprietary effort to understand the 
p~enomenon of upsets at ground level. This 15-year effort 
involved many different disciplines and activities: field 
testing of memories, accelerated testing using cyclotron 
beams, detailed model development on all levels, 
e n v i r o ~ e n ~  monitoring and coordination with device 
designers [4]. In contrast to the lack of recognition of the key 
role played by cosmic radiation for ground level upsets, the 
importance of this mechanism was recognized by people 
dealing with avionics, i.e., electronics in aircraft, relatively 
early in the open literature. Avionics SEU by the atmospheric 
neutrons was first predicted in 1984 [5] and later rigorously 
demonswated to occur in flight in 1992[6]. 

LEVEL NEUTRON FLUX 

The neutron environment at ground level can be defined in 
terms of the models for the atmospheric neutron flux at 
higher altitudes which are mainly based on neutrons in the 
energy range of 1<E< 10 MeV [7]. A number of studies have 

of the energy spectrum of the 
x doesn't change with altitude or 

its absolute magnitude does vary with 
location and altitude around the earth ["I. Limited data from 

a sophisticated ground-based detector system made at 100, 
5000 and 10,000 feet above sea level indicate that the 10-100 
MeV flux falls off approximately linearly with altitude [8]. 
Very few measurements of thc neutron spectrum at groun 
level have been made, especially over the entire energy range. 
One set of the most recent terrestrial spccwal mcasurcments, 
made in Japan [9], was normalized to obtain the neutron 
spectrum expected in the US, based on scaling airplane 
spectral measurements made over Japan [9] and 
These spectra show that the ground spectrum is roughly U300 
of that at 40000 ft. 

111. SINGLE EVENT UPSETS AT GROUND LEVEL 

There is considerable evidence of upsets on the ground, but it 
has been largely kept proprietary or else it has been in the 
hands of computer systems engineers who do not underst~d 
its meaning or implications. In the following paragraphs we 
will present various examples of this kind of data, including 
reference to the very recently revealed vast storehouse of data 
obtained by IBM over a 15-year period via a well-coordinated 
proprietary effort. In addition, five specific examples will be 
cited, one from a very large computer system that was taken 
off line for testing, two from the error log/maintenance 
history of a collection of large computers, one from a 
biomedical device utilizing SRAMs that has been implanted 
in hundreds of patients and one from the system soft error 
FIT rate (failures in time, i.e., IO9 device hours) testing 
performed by RAM vendors. 

In addition, we believe that there are extensive collections of 
other data that provide evidence of these upsets, e.g. in the 
error and/or maintenance logs of large computer systems. In 
particular, the error logs of computer systems located in high 
altitude cities, such as in the Rocky Mountain region, are 
expected to reveal many such upsets. Although at present 
such records have not yet been made public, we hope that 
with the publication of this work, other SEU workers will 
work cooperatively with computer systems people within their 
organizations to uncover and reveal the large compilations of 
errors that exist. These errors have been detected, corrected 
and logged by the dedicated software and hardware within 
those computer systems, so the computer systems engineers 
are satisfied that their systems are well protected. However, 
in addition, the EDAC (error detection and correction) 
systems that work so effectively in protecting the large 
computer systems, can also reveal the mystery of those upsets 
to SEU researchers who understand the mechanisms causing 
the errors. 
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2̂ = Aexp^-Y— (1) 

where /j is the cascade flux at some altitude (pressure) ylj, 
and /j is the flux at altitude y4 2, both altitudes being 
expressed in g/cm^ To convert terrestrial altitudes to 
atmospheric pressure, g/cm ,̂ we use 

A = 1033 - (0.03648/f) + (4.26 x 10 " V ) , 

where H is in feet and A is in g/cm^ (this assumes an 
average barometric pressure and a temperature of 0°C). 
In the lower altitudes, typical absorption lengths are as 
follows: 

(2) 

Electrons: 

Protons and pions: 

Neutrons: 

Muons: 

L 
e 

^ 

K 
L 

= 100 g/cm , 

= 110 g/cm\ 

= 148 g/cm^ 

= 520 g/cml (3) 

For example, if the neutron flux at sea level (height = 0 ft) 
is /, the neutron intensity at Denver (height = 5280 ft) is 

1 exp[(^. .)IKl 
Denver = 4a,eve. e x p [ ( 1 0 3 3 - 8 6 2 ) / 1 4 8 ] , 

I = 3 4 / 
Denver * sea level* 

(4) 

The absorption lengths between particles differ because 
of the strength of their interaction with the atmosphere, 
and their mass. A longer absorption length means slower 
attenuation, and hence less difference in flux when we 
compare locations with different altitudes. As an example 
of the magnitude of these factors, the increase in cosmic 
ray flux from New York City (1033 g/cm )̂ to Denver 
(852 g/cm') is 

Electrons: 611%, 

Protons and pions: 518%, 

Neutrons: 340%, 

Muons: 142%. (5) 

The one precaution to observe when using these 
numbers is that they do not describe the change of energy 
distribution with altitude, only the change in the total 
number of cosmic ray particles. (For experimental data on 
neutron attenuation factors, see the section on relative 
neutron flux.) 

At sea level, there is a spectrum of particles which is 
typified by the flux at New York City (Figure 4). This is a 
theoretical calculation which is not as accurate as some 
experimental values to be shown later, but it shows the 
four most important particles and their relative abundance, 
normalized to the same site. Muons dominate the medium-
and high-energy particle spectra. There are hundreds of 
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Theoretical sea-level cosmic rays. Theoretical calculation of the 
flux of cosmic ray particles at New York City. The most abundant 
particles are muons, which physically act like heavy electrons ex-
cept that they are unstable and have a lifetime of less than 2 /xs. 
The next most abundant particles 9re neutrons, which are very 
penetrating because they are neutral and do not lose energy to the 
electron sea of the atmosphere. There are just as many protons as 
neutrons produced in the upper-atmosphere cosmic ray showers, 
but the protons are charged and hence constantly lose energy to the 
atmospheric electrons and disappear faster than the neutrons at 
lower altitudes. At sea level there are fewer than 1 pion per 1000 
muons, but we show that pions are far more effective in causing 
soft fails in electronic circuits. The above calculation is discussed 
later in the section on theoretical cosmic ray cascades [17]. 

times more muons than any other very high-energy 
particle. This is because the muons do not have the strong 
interaction and they lose energy only gradually to the 
atmospheric electrons. The same numbers of neutrons and 
protons exist at very high energies, but below 1000 MeV 
the absolute proton flux becomes less than the neutron 
flux because of the protons' additional electromagnetic 
interaction with the electrons of the atmosphere. The pion 
flux is small in relation to the other particles because their 
nanosecond lifetime causes most of them to fragment 
before they reach sea level. Finally, it should be noted 
that all sea-level particle fluxes below 100 MeV are very 
sensitive to local environments, i.e., the material of nearby 
walls, ceilings, and floors. 

Note that in Figure 4 the latitude and longitude of New 
York City are converted to their equivalent geomagnetic 
(GM) values. The geomagnetic coordinates assume a 
sphere centered on the magnetic dipole of the earth, rather 
than on its spin axis. The North magnetic pole was located 
at 78.32 N and 68.95 W in 1980. Although the spin axis 
has a motion of about one meter per year down the 70 W 23 
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materials are now essential for flip-chip packaging
and are also becoming increasingly critical for power
semiconductor assembly, as smaller active device
H>O:H�6C9�I=>CC:G�L6;:GH�>C8G:6H:�I=:�9:K>8:HW�H:C	
sitivity to ionizing radiation.

Protection against high-energy alpha particles
is often counter-intuitive. The kinetic energy of the
6AE=6�E6GI>8A:�>H�"Z�B
K2) a measure of the velocity.
As the particle interacts with the lattice structure, it
slows down, creating pairs of holes and electrons
(+ and -), until finally it absorbs two electrons and
forms a helium atom. It therefore seems to make
H:CH:�ID�EJI�6�UEGDI:8I>K:V�A6N:G�>C�I=:�L6N�ID�EGDI:8I
the active semiconductor layer from the
accumulation of charge: unfortunately this (Fig. 6)
may act to bring closer to the doped-ion wells of the
active layer where the slowing alpha particle
generates more electron/hole pairs as it slows down.
Like a firework going off in a final flare of glory, more
E6>GH� 6G:� <:C:G6I:9� 6H� I=:� 6AE=6� E6GI>8A:WH
interactional cross-section grows and finally slows
to a stop (red dot in Fig.6.) in a phenomenon known
as the Bragg Peak [25].

8.1. Packaging materials alpha
particle emissions

The energy range of alpha particles emitted from all
naturally occurring elements that undergo alpha
decay ranges from 1 to 9 MeV [13, 26,27]. Alpha
particles released from the decay of 238U and 232Th
in packaging materials can penetrate into silicon
devices. The most common sources of Alpha
particles in microelectronic packages are shown in
Table 1. The decay of 238U to stable 206Pb produces
eight alpha particles with energies ranging from 4.15

Sources

Solders
Alumina substrates
BEOL metallizations
Fillers in plastics, encapsulants, underfills, mold
compounds and solder masks
Flux
Lead frame alloys
Materials (Au, Cu, Ag etc) used for wire bonding
and lid plating
Particulates from PBGA trimming / handling
operations

Table 1. Most common sources of alpha particles
in microelectronic packages, data from [33].

Material Alpha radiation
flux (a/khr cm2)

Processed wafers 0.9
Cu metal (thick) 1.9
Al metal (thick) 1.4
Mold compound 24 to < 2
Underfill 2 to 0.9
Pb solders 7200 to < 2
LC II Pb (HEM) 50 to 3
LC I Pb (HEM) 1000 to 130
Alloy 42 (Hitachi) 8
Au-plated alloy 42 (HEM) 4
Sn (HEM) >1000 to <1
AlSiC (Lanxide) 215
LC6 Al (HEM) 8

Table 2. Alpha radiation activity of some common
materials utilized in microelectronic packages, data
from [34].

to 7.69 MeV [28-29]. Alpha particles having this
energy can travel 10 to 25 �m in alumina substrates
that have a density of 3.85 g/cm [31]. These high-
energy alpha particles can travel up to 50 �m in
silicon substrates that have a density of 2.3 g/cm3.
232.=�=6H�6�G69>D68I>K>IN�D;�
�Y��	� C/g. The decay
of 232Th to stable 206Pb produces six alpha particles
with energies ranging from 3.95 to 8.8 MeV [30].
Alpha particles having this energy can travel 9 to
31 �m in alumina substrates and can travel up to
50 �m in silicon substrates. The soft errors caused
by the emission of alpha particles from packaging
materials are due to the generation of electron-hole
pairs. High energy alpha particles passing through
I=:� H>A>8DC�9:K>8:� 86C�<:C:G6I:� JE� ID� �
��Y� �6

electron-hole pairs in several picoseconds [13]. The
number of electron-hole pairs produced depends on
the energy of the emitted alpha particles and the
density of the material. The amount of energy
required to produce an electron-hole pair in silicon
is 3.6 eV. Fig. 7 shows the effect of an alpha-particle-
generated electron-hole pair on a silicon device [13].

Alpha particle levels are reported as alpha activity
or as alpha flux. Alpha activity is defined as the alpha
particle disintegration rate per unit weight of the
material-usually reported in pC/g (picocuries per
gram). Alpha flux is defined as the rate (per time
unit and per area unit) of alpha emissions from the
surface of a material usually reported in particles
per hour per cm2. Alpha flux is the more common
method of reporting alpha particle content. As a rule
of thumb, an alpha flux of 1 alpha/(hcm2) corresponds

Alpha	radiaGon	acGvity	of	some	common	materials	
uGlized	in	microelectronic	packages		

(S.Kumar	et	al.,	Rev.Adv.Mater.Sci.	34(2013)	185-202)
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Single Event Upsets in Implantable Cardioverter Defibrillators 

P.D. Bradley’ and E. Nonnand2 
Department of Engineering Physics, University of Wollongong, 2522, Wollongong, Australia. 
Boeing Defense and Space Group, Seattle, WA 98 124-2499 USA 

Abstract 
Single event upsets (SEU) have been observed in 

implantable cardiac defibrillators. The incidence of SEUs is 
well modeled by upset rate calculations attributable to the 
secondary cosmic ray neutron flux. The effect of recent 
interpretations of the shape of the heavy ion cross-section 
curve on neutron burst generation rate calculations is 
discussed. The model correlates well with clinical experience 
and is consistent with the expected geographical variation of 
the secondary cosmic ray neutron flux. The observed SER was 
9.3 x upsetshit-hr from 22 upsets collected over a total 
of 284672 device days. This is the first clinical data set 
obtained indicating the effects of cosmic radiation on 
implantable devices. Importantly, it may be used to predict the 
susceptibility of future implantable device designs to cosmic 
radiation. The significance of cosmic radiation effects relative 
to other radiation sources applicable to implantable devices is 
discussed. 

I. INTRODUCTION 
Approximately 350000 to 450000 individuals suffer an 

episode of out-of-hospital cardiac arrest every year in the 
United States, with less than 25% surviving the first episode. It 
has been demonstrated that if sudden death survivors are 
untreated the recurrence rate is extremely high, with an annual 
sudden death mortality of 30% [l] . 

The Implantable Cardiac Defibrillator (ICD) emerged in 
the early 1990s as the “gold-standard therapy” for sudden 
cardiac death survivors. The original concept of the ICD is 
attributed to Dr. Michel Mirowski [2] in the mid 1960s. He 
recognized the utility of permanently implanting a device 
which automatically detects the high rate condition associated 
with ventricular fibrillation and delivers a high energy shock 
to the heart to restore the sinus (normal) rhythm. The high 
energy shock (up to 700V, 30 Joules) simultaneously 
depolarizes the entire myocardium (heart muscle) and 
effectively interrupts the chaotic circular current patterns 
associated with fibrillation. The first human implant occurred 
in 1980. 

In common with the space electronics industry, design 
criteria include low power consumption, high longevity, high 
reliability and small size. Despite the trend towards devices 
with smaller critical charges and the increasing sophistication 
and use of MOS devices in medical products, there have been 
no earlier reported cases of single event upsets in medical 
devices. Previous reports on the susceptibility of implantable 
medical devices to ionizing radiation only considered total 
dose effects. [e.g. 3,4]. 

This paper initially presents a briefreview of the sources of 
radiation relevant to implantable medical devices. The review 
considers both total dose and transient effects with the aim of 
determining the relative significance of various sources. The 
remainder of the paper examines terrestrial cosmic ray single 
event upset models and their applicability to implantable 
medical devices. The models are then compared with ICD 
clinical experience. 

11. sUh4MARY OF IONIZING RADIATION EFFECTS ON 
IWLANTABLE DEVICES 

Ionizing radiation effects on MQS electronics may be 
classed into two broad categories [SI: 

Total Ionizing Dose Effects VID) due to charge 
accumulation in oxide regions: Threshold voltage changes 
have been seen at around 10 Gy [6] whilst degradation in the 
isolation between and within n-channel devices may occur at 
relatively low radiation levels (10-50 Cy) [5 ] .  From these 
results, it would appear that a reasonable lower bound on the 
sensitivity of MOS electronics is approximately 10 Gy. 

Single Event Effects (SEE) due to high LET particles 
depositing sufficient charge to perturb circuit operation: We 
only need to consider single event upset due to alpha particles 
from the device packaging and high energy neutrons from 
cosmic radiation or radiotherapy. Other single effects such as 
single event latch-up, burnout and gate rupture of power 
MOSFETs have negligible probability of occurrence. 
Normand [7] states that only a small number of MOS parts are 
prone to neutrodproton induced latch-up and even if a device 
is susceptible, the latch-up rate per device is much lower then 
the single event upset rate by several orders of magnitude. 
Gate rupture requires very high energy ions not applicable to a 
medical device [7]. Single event burnout (SEB) [7,8] of an N- 
channel power MOSFET is possible in high voltage rated parts 
operating at high drain to source voltages. The implantable 
cardiac defibrillator has components with a very large voltage 
rating (>1 OOOV). However, the required biasing conditions for 
susceptibility are only rarely present (e.g. during charging of 
the device for shock therapy) and thus the device is not 
considered susceptible to SEB. The authors do not know of 
any implantable medical device with the required MOSFETs 
operating continuously at high drain to source voltages. It 
would appear that SEB is not a real issue for current 
implantable medical devices. 

Table 1 lists all the main ionizing radiation sources 
applicable to implantable devices. Radiation sources that may 
adversely affect implanted electronics (dose greater than 10 
Gy or have SEU potential) are mderlined in comments. 
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Total	Ionising	Dose	
This	is	the	‘classical’	problem	for	CMOS	technologies Displacement	Damage	

Only	relevant	for	circuits	using	diodes	or	parasiGc	
bipolar	devices	in	CMOS

Single	Event	Effects	
Traceable	to	the	interacGon	of	a	single	parGcle	
Can	lead	to	temporary	or	permanent	failure
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D.	Munteanu,	and	J.-L.	Autran,	“Modeling	and	simulaGon	of	single-event	effects	in	digital	
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2.4.2.2 Upset by Direct Proton Ionization

Low energy protons (E < 1MeV) have a LET that varies between 1.8 fC/mm at
1 MeV and 5.5 fC/mm at 50 keV. In SRAM with very low critical charge (<1 fC)

Fig. 2.9 Drain voltage waveforms for ionization density slightly lower (no upset) and slightly
larger (upset) than the ionization upset threshold

Fig. 2.8 (a) Schematic of two cross-coupled inverters in CMOS technology. A current pulse is
injected at the drain of the off NMOS transistor. (b) Mixed Mode simulation is used to simulate
SEU. The Off NMOS is studied by means of device simulation and the remaining transistors are
studied with the coupled circuit simulator (after Munteanu [22])

46 R. Gaillard

Single	Event	Upset	(SEU)
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Single	Event	FuncGonal	Interrupt	(SEFI)



12

 

 

 
Figure 5: Picture of the vaporized bonding at the output MOSFET of the 

LM2651. 

3) MSK5042 
The MS Kennedy MSK5042 hybrid switching regulator was 
tested for SET and SEB sensitivity at BNL. This part uses 
four different SEE sensitive device types: one pulse width 
modulator (PWM) controller MAX797 from MAXIM, two 
55V N-channel power MOSFET IRLC034N from 
International Rectifier, one voltage reference REF43 from 
Analog Devices, and one operational amplifier AD822 from 
Analog Devices. The part was biased with the 30V maximum 
input voltage. The output voltage was adjusted to 2.5 V. This 
part was tested for SET and SEL at BNL using ions with an 
effective LET ranging from 11.4 to 84 MeV•cm2/mg. The 
PWM controller was irradiated alone, and the four other 
sensitive devices have been irradiated together. Figure 6 
shows the two different irradiated areas. A low transient 
sensitivity was observed for both areas. When the MOSFET 
and linear area were irradiated, two failures were observed, 
one at an LET of 59 MeV•cm2/mg and the other at an LET of 
37 MeV•cm2/mg. These failures were attributed to Single 
Event Burnout on the power MOSFETs. Figure 7 shows the 
failure on one power MOSFET. [18] 
 

 
Figure 6: Irradiated area, first area on the left includes the MAX797, second 

area includes the power MOSFETs, the voltage reference, and the 
operational amplifier. 

 
Figure 7: Burnout on a power MOSFET. 

4) LP3470 
The LP3470 power on reset circuit from National 
Semiconductor was tested at BNL using ions with an 
effective LET ranging from 1.4 MeV•cm2/mg to 27 
MeV•cm2/mg. During testing the device reset output was 
monitored by an oscilloscope. As soon as the output deviates 
by more than 2V from the nominal value, an error is counted. 
The device is extremely sensitive, with 1 active reset at the 
lowest LET for a fluence of 1x107 ions/cm2. The cross 
section then increases very rapidly to about 8x10-5 cm2/device 
at a LET of 2.5 MeV•cm2/mg. Above a LET of 11 
MeV•cm2/mg, the reset output stays continuously activated 
and cross sections were able to be measured at normal flux 
rates. [19] 

D. ADCs and DACs: 
1) AD7714 

The Analog Devices AD7714 500 µA, 100 kHz, 24 bit 
signal conditioning ADC was tested for SEE at BNL. The 
part features three differential analog inputs (which can also 
be configured as five pseudo-differential analog inputs) as 
well as a differential reference input. The AD7714 thus 
performs all signal conditioning and conversion for a system 
consisting of up to 5 channels. The digital data is available 
via a serial interface. This serial interface is also used to 
configure the ADC gain settings, signal polarity and channel 
selection. 

The AD7714 evaluation board was used for the SEE 
testing. A program was written that allowed part 
configuration, acquisition of the serial data during the 
conversion, and monitoring of the conversion errors. Because 
the part includes many configuration registers, upsets in these 
registers could cause SEFIs. As soon as 10 successive 
converted words were in error, we assumed a SEFI and the 
part was reconfigured. The device supply current was also 
monitored during the irradiation. As soon as this current 
reached a limit of 50 mA, the power supply was shutdown. A 
static 1V input voltage was applied during the irradiation (for 
a full scale signal of 2.5V). With this setup, we were able to 
test the 16 most significant bits (MSB) out of the 24 bits. 

Single	Event	Burnout	(SEB)	of	a	power	MOSFET

 

 

 

Figure 16. View of complete LSP2916 device with vaporized bond wires . 
See detail of boxed region in Figure 17. 

 

Figure 17. LSP2916 DUT 2 detail view of VLP and ground wires.  Note the 
deposition of the gold bond wires on the exposed die (in the center of the 

picture) as well as damage to the metal trace. 

5) APS Photobit 
The Photobit active pixel sensor (APS) was tested for SET 

at TAMU. Measurements were made using Ar-40 at 15.0 
MeV/amu, Kr-84 at 15.3 MeV/amu, and Xe-131 at 15.2 
MeV/amu. The heavy ion single event transient response of 
Photobit APS subarrays was very dependent on the specific 
pixel design. No latchup was observed up to an LET of 106 
MeV/mg/cm2 (Xe at 60o) for a fluence >2x107/cm2 [8]. 

 
6) Test Sample 5HP SiGe Prescaler 

This IBM SiGe Heterojunction Bipolar Transistor (HBT) 
BiCMOS technologies, 5HP series was tested at UCD/CNL 
(Protons) and TAMU (Heavy Ions). Bit upsets were seen 
with 63MeV protons. For more information see "Single 
Event Upset Test Results on an IBM Prescaler Fabricated in 
IBM's 5HP Germanium Doped Silicon Process," [9]. 
 

7) PE9301 
The Peregrine divide-by-2 prescaler fabricated in Ultra 

Thin Silicon (UTSi) 0.5um Silicon On Sapphire (SOS) 
process was tested at UCD/CNL (Protons) and TAMU 
(Heavy Ions). Bit upsets were see for 63MeV protons. For 
more information see "Effects of Proton Beam Angle-of-
Incidence on Single-Event Upset Cross-Section 
Measurements," [10]. 
 
8) MTX8501 and MRX8501 

The Emcore MTX8501 Fiber Optic Transmitter and 
MRX8501 Fiber Optic Receiver were proton tested at UCD 
using 63 MeV protons. The MTX8501 and MTR8501 are 12 
channel, high-speed (1.25 Gbps/channel) optical transmitters 
and receivers, respectively. The transmitter is a 1x12 oxide-
confined VCSEL array that emits light with a wavelength of 
850 nm. The receiver consists of an array of 12 fast 
photodiodes (of unknown technology). 

Both the transmitter and receiver were mounted on 
individual evaluation boards that minimize stray capacitances 
and allow for maximum frequency operation.  

The electrical input signal was supplied by a BERT. An 
attenuator was inserted in the optical path to reduce the light 
intensity in order to measure the optical power budget. For 
proton testing, only one of the 15 channels was used. Each 
run involved a different set of experimental parameters, 
including angle, attenuation and transmission rate. Two 
different receivers (photodiodes) and one transmitter were 
tested. The BER showed an order of magnitude increase 
when the proton beam was close to grazing incidence. Figure 
18 shows the BER as a function of angle. 
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Figure 18. Bit error rate as a function of angle of incidence for a data rate of 

1.25 GHz, showing the significant increase at 90 degrees. 

The BER was found also to depend on the attenuation 
setting and the data transmission rate. This suggests that 
SETs in the detectors can be produced via direct ionization 
by 63 MeV protons traveling over the long path lengths in 
the lateral direction of the photodiode. This has previously 
been observed [32]. No SEEs were observed when the 
transmitter was irradiated. For more details refer to the full 
test report [33]. 
 

 

 

 

Figure 16. View of complete LSP2916 device with vaporized bond wires . 
See detail of boxed region in Figure 17. 

 

Figure 17. LSP2916 DUT 2 detail view of VLP and ground wires.  Note the 
deposition of the gold bond wires on the exposed die (in the center of the 

picture) as well as damage to the metal trace. 

5) APS Photobit 
The Photobit active pixel sensor (APS) was tested for SET 

at TAMU. Measurements were made using Ar-40 at 15.0 
MeV/amu, Kr-84 at 15.3 MeV/amu, and Xe-131 at 15.2 
MeV/amu. The heavy ion single event transient response of 
Photobit APS subarrays was very dependent on the specific 
pixel design. No latchup was observed up to an LET of 106 
MeV/mg/cm2 (Xe at 60o) for a fluence >2x107/cm2 [8]. 

 
6) Test Sample 5HP SiGe Prescaler 

This IBM SiGe Heterojunction Bipolar Transistor (HBT) 
BiCMOS technologies, 5HP series was tested at UCD/CNL 
(Protons) and TAMU (Heavy Ions). Bit upsets were seen 
with 63MeV protons. For more information see "Single 
Event Upset Test Results on an IBM Prescaler Fabricated in 
IBM's 5HP Germanium Doped Silicon Process," [9]. 
 

7) PE9301 
The Peregrine divide-by-2 prescaler fabricated in Ultra 

Thin Silicon (UTSi) 0.5um Silicon On Sapphire (SOS) 
process was tested at UCD/CNL (Protons) and TAMU 
(Heavy Ions). Bit upsets were see for 63MeV protons. For 
more information see "Effects of Proton Beam Angle-of-
Incidence on Single-Event Upset Cross-Section 
Measurements," [10]. 
 
8) MTX8501 and MRX8501 

The Emcore MTX8501 Fiber Optic Transmitter and 
MRX8501 Fiber Optic Receiver were proton tested at UCD 
using 63 MeV protons. The MTX8501 and MTR8501 are 12 
channel, high-speed (1.25 Gbps/channel) optical transmitters 
and receivers, respectively. The transmitter is a 1x12 oxide-
confined VCSEL array that emits light with a wavelength of 
850 nm. The receiver consists of an array of 12 fast 
photodiodes (of unknown technology). 

Both the transmitter and receiver were mounted on 
individual evaluation boards that minimize stray capacitances 
and allow for maximum frequency operation.  

The electrical input signal was supplied by a BERT. An 
attenuator was inserted in the optical path to reduce the light 
intensity in order to measure the optical power budget. For 
proton testing, only one of the 15 channels was used. Each 
run involved a different set of experimental parameters, 
including angle, attenuation and transmission rate. Two 
different receivers (photodiodes) and one transmitter were 
tested. The BER showed an order of magnitude increase 
when the proton beam was close to grazing incidence. Figure 
18 shows the BER as a function of angle. 
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Figure 18. Bit error rate as a function of angle of incidence for a data rate of 

1.25 GHz, showing the significant increase at 90 degrees. 

The BER was found also to depend on the attenuation 
setting and the data transmission rate. This suggests that 
SETs in the detectors can be produced via direct ionization 
by 63 MeV protons traveling over the long path lengths in 
the lateral direction of the photodiode. This has previously 
been observed [32]. No SEEs were observed when the 
transmitter was irradiated. For more details refer to the full 
test report [33]. 
 

Single	Event	Latchup	(SEL)	of	a	high	voltage	driver	
for	MEMS	(vaporized	bond	wires)

M.O’Bryan	et	al.,	“Current	Single	Event	Effects	and	RadiaGon	Damage	
Results	for	Candidate	Spacecrae	Electronics”,	NSREC	RadiaGon	Effects	

Data	Workshop	2002		



13

Total	Ionising	Dose	
This	is	the	‘classical’	problem	for	CMOS	technologies Displacement	Damage	

Only	relevant	for	circuits	using	diodes	or	parasiGc	
bipolar	devices	in	CMOS

Single	Event	Effects	
Traceable	to	the	interacGon	of	a	single	parGcle	
Can	lead	to	temporary	or	permanent	failure



HL-LHC
LHC

deep	space	probes

satellites

14

1krad 10krad 100krad 1Mrad 10Mrad 1Grad100rad10rad1rad 100Mrad

TID	levels	in	different	applicaGons

can be killed in 20minutes in our X-ray facility

Braconidae	(Insect),	180krad
Deinococcus	Radiodurans	

(Bacteria),	1.5Mrad

Thermococcus	gammatolerans	
(Archaea),	3Mrad

Homo	Sapiens	Sapiens	
(Mammals),	0.4-1krad
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Fig. 1. Schematic of n-channel MOSFET illustrating radiation-induced charging of the gate oxide: (a) normal operation and (b) post-irradiation.

Fig. 2. Schematic energy band diagram for MOS structure, indicating major
physical processes underlying radiation response.

a remnant negative voltage shift, which can persist for hours or
even for years. But even these stable trapped holes undergo a
gradual annealing, which is illustrated in Fig. 3.
The fourth major component of MOS radiation response

is the radiation-induced buildup of interface traps right at the
Si/SiO interface. These traps are localized states with energy
levels in the Si band-gap. Their occupancy is determined by
the Fermi level (or by the applied voltage), giving rise to a
voltage-dependent threshold shift. Interface traps are highly
dependent on oxide processing and other variables (applied
field and temperature).
Fig. 3 is schematic in that it does not show real data, but

it reasonably represents the main features of the radiation re-
sponse of a hardened n-channel MOS transistor. The range of
data, from 10 s to 10 s, is enormous, as it has to be to in-
clude qualitatively the four main processes we have discussed.
For the oxide illustrated in Fig. 3, a relatively small fraction of
the holes reaching the interface are trapped, which is why we
say it is realistic for a hardened oxide. Many oxides would trap
more charge than is shown here. In addition, the final threshold
shift, including interface traps, is positive (the so-called rebound
or superrecovery effect) here because the number of negatively
charged interface traps finally exceeds the number of trapped
holes. Not all oxides really have this behavior, but it is one of
the results which can be considered “typical.”

Fig. 3. Schematic time-dependent post-irradiation threshold voltage recovery
of n-channel MOSFET, relating major features of the response to underlying
physical processes.

III. DESCRIPTION OF BASIC PHYSICAL PROCESSES
UNDERLYING THE RADIATION RESPONSE OF MOS DEVICES

Next, we consider these basic physical mechanisms in more
detail and provide critical references. But for a complete review,
the readers should consult the references.

A. Electron-Hole Pair Generation Energy
The electron/hole pair creation energy was determined to

be 18 3 eV byAusman andMcLean [4], based on experimental
data obtained by Curtis et al. [5]. This result has been confirmed
independently by others [6], [7], including a more accurate set
of measurements and analysis by Benedetto and Boesch, Jr. [8],
which established eV. From this value of , one
can calculate the charge pair volume density per rad,

pairs cm -rad. But this initial density is quickly reduced
by the initial recombination process, which we discuss next.

B. Initial Hole Yield
The electrons are swept out of the oxide very rapidly, in a

time on the order of a picosecond, but in that time some frac-
tion of them recombine with the holes. The fraction of holes es-
caping recombination, , is determined mainly by two

T.R.Oldham	and	F.B.McLean,	“Total	Ionizing	Dose	Effects	in	MOS	Oxides	and		
Devices”,	IEEE	TRANSACTIONS	ON	NUCLEAR	SCIENCE,	VOL.	50,	NO.	3,	JUNE	2003	

The	basis	of	TID	effects	in	CMOS	structures



16

OLDHAM AND MCLEAN: TOTAL IONIZING DOSE EFFECTS IN MOS OXIDES AND DEVICES 489

Fig. 14. Alternate positive and negative bias annealing for capacitor exposed to 4- s Linac pulse.

Fig. 15. Model of hole trapping, permanent annealing, and compensation processes.

under certain conditions [84], [85]. In addition, Fleetwood et al.
have recently extended this model to argue that it also accounts
for noise results, which they reported [86].
We note that, in recent years, there has been much discussion

of the role of border traps, oxide traps that exchange charge with
the Si substrate. The proposal to call these traps border traps
was made by Fleetwood [87] in 1992. At that time, the dipole
model by Lelis et al. had been in the literature for four years and
was already well known. Now, more than ten additional years
have passed, and the defect described by Lelis et al. is still the
only confirmed border trap, at least in the Si/SiO system. Other
border trap structures have occasionally been proposed [88], but
they have not done well in experimental tests [82], [83].

E. Radiation-Induced Interface Traps
Radiation-induced interface states have been identified with

the so-called resonance in ESR studies, by Lenahan and
Dressendorfer [89]. This center is a trivalent Si atom, back

Fig. 16. density during alternate positive and negative bias annealing.

bonded to three other Si atoms, with a dangling bond extending
into the oxide. This defect is amphoteric, negatively charged
above mid-gap, neutral near mid-gap, and positively charged
below mid-gap. Lenahan and Dressendorfer showed a very

T.R.Oldham	and	F.B.McLean,	“Total	Ionizing	Dose	Effects	in	MOS	Oxides	and		
Devices”,	IEEE	TRANSACTIONS	ON	NUCLEAR	SCIENCE,	VOL.	50,	NO.	3,	JUNE	2003	

Deep	hole	trapping	occurs	at	an	oxygen	vacancy	site	close	to	the	interface

planar,	posi%ve

tetrahedral,	neutral

the	e-	tunnels	to	the	neutral	Si,	
forming	a	dipole.	The	e-	can	
tunnel	back	and	forth,	and	the	
dipole	can	trap	an	addi%onal	e-,	
making	the	whole	complex	
nega%ve
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(!1 MeV) and !10 eV ultraviolet (UV) irradiation [7].
In this experiment, energy from the Co-60 irradiation is
absorbed approximately uniformly throughout the ox-
ide. In contrast, the non-penetrating 10-eV photons are
absorbed only at the top surface. Hence, the similarities
in densities in these two cases indicate that interface
traps mostly are not created by the direct interaction of
highly penetrating radiation with weak bonds at the Si/
SiO2 interface [8]. Instead, interface-trap formation
usually occurs as a result of a series of processes initiated
by the creation of electron–hole (e–h) pairs in the SiO2,
and/or the subsequent transport of the holes to the Si/
SiO2 interface [7,9]. This process is illustrated schemat-
ically in Fig. 2. Follow-on studies by Winokur and co-
workers of the dose, temperature, processing, radiation
bias, annealing time and bias dependences provide a
detailed understanding of radiation-induced interface-
trap buildup in metal gate capacitors [7,9–12]. For
example, the time and temperature dependences of ra-
diation-induced interface-trap buildup are shown in Fig.
3 for Al-gate capacitors [10]. From these and other re-
lated studies, it was inferred that the activation energy
for MOS interface-trap buildup in metal gate capacitors
is !0.8 eV [10]. Moreover, the delay in interface-trap
formation after a LINAC pulse and the variations in
time dependence of interface-trap formation during
switched-bias irradiation and annealing studies clearly
demonstrate that interface-trap formation is a two-stage
process [9–12]. The first stage of the process is associated
with hole transport through the SiO2 and/or trapping
near the Si/SiO2 interface, with the accompanying re-
lease of a positive ion. The second stage involves the
transport of this ion to the Si/SiO2 interface and its
subsequent interaction, leading to an interface trap. It
was argued persuasively in 1980 by McLean that this ion
was Hþ [13]. This semi-empirical model of Hþ transport

and reactions captures many of the essential features of
interface-trap formation, and still forms a foundation
for many present models of interface-trap formation in
MOS devices, as discussed further below. In an early
example of the synergies that are often observed in
radiation effects and reliability studies, McLean also
demonstrated the consistency of the hydrogen model of
radiation-induced interface-trap formation with experi-
mental results on the temperature dependence of inter-
face-trap formation during high-field stress obtained by
Hu and Johnson [13,14].

Despite the early success of the two-stage hydro-
gen model, alternative explanations for interface-trap
buildup to the hydrogen model of McLean et al. have
always remained popular within both the radiation
effects and reliability communities, especially models
suggesting a more direct conversion of trapped holes to
interface traps. Variations on the general theme of
trapped positive charge being converted to interface
traps without the explicit inclusion of hydrogen release
and reaction have been proposed by many workers in
the field, often as a result of experiments that show
trapped positive charge in the SiO2 disappearing at a
rate similar to the rate of interface-trap formation [14–
21]. Of course, both Hþ ions and trapped holes are
charged positively when transporting or trapped in SiO2,
so the interpretation of at least some of these studies is
open to alternative explanations. Moreover, electron-
paramagnetic resonance studies found no link [22] be-
tween the reduction of holes trapped in E0 centers (a
trivalent Si defect associated with an O vacancy, which
has been identified as the most common type of hole

Fig. 2. Schematic illustration of hydrogen release during hole
transport through SiO2 after ionizing radiation exposure. The
subsequent transport, trapping, and/or reaction of hydrogen-
related species (e.g., protons) can lead to oxide, interface, or
border-trap charge buildup in MOS devices.

Fig. 3. Interface-trap charge densities as a function of post-ir-
radiation annealing time and temperature after an 800 krad
(SiO2) radiation pulse from a 13-MeV electron linear accelera-
tor. These devices were Al gate capacitors with 96.5 nm wet
oxides, irradiated at 4 MV/cm oxide electric field, and then
annealed at the same bias after irradiation (after Ref. [10], !
1977, Institute of Electrical and Electronics Engineers, IEEE).

D.M. Fleetwood / Microelectronics Reliability 42 (2002) 523–541 525

D.M.Fleetwood,	“Effects	of	hydrogen	transport	and	reacGons		
on	microelectronics	radiaGon	response	and	reliability	“,		
Microelectronics	Reliability	42	(2002)	523–541	

Interface	traps	require	the	migra%on	of	hydrogen	to	the	interface.	
Their	forma%on	is	known	as	a	“two-stage”	process.
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number of intrinsic superstructures with distinctly different
local bonding arrangements [16] were examined, including
interfaces with suboxide bonds (Si-Si bonds on the SiO2
side) and interfaces with SiO2-like protrusions into the Si
side [8]. The structures were relaxed until the total energy
was minimized (the force on each atom is smaller than a
tolerance, in this work, 0.1 eV!Å).

Consistent with earlier work that probed a limited num-
ber of cases [8], the new calculations establish that H1 is
the only stable charge state at intrinsic Si-SiO2 interfaces.
A wide range of sites was examined: in the Si-Si bonds
of the first Si layer on the Si side or attached to inequiva-
lent O atoms on the first SiO2 layer of an abrupt interface,
in suboxide bonds (Si-Si bonds on the oxide side), and in
various configurations in small SiO2 protrusions into the
Si side. The results were independent of the local bonding
(cristobalitelike, quartzlike, or tridymitelike) [16]. The re-
sult was established in two complementary ways:

(i) The empty localized energy level associated with H1

was monitored and found to be always much higher than
the Si conduction band edge. This result is consistent with
previous calculations by Bloechl who considered similar
defects in bulk SiO2 and extrapolated to the interface [7].
However, this method of investigating charge-state stabil-
ity is based on the one-electron Hamiltonian in density-
functional theory; i.e., it can be considered as only an
approximate indication of relative stability.

(ii) The total energies of different charged states were
compared using Janak’s density functional implementation
[24] of Slater’s argument (which postulates that the en-
ergy difference is equal to the energy of the highest occu-
pied eigenstate of the half-charge state with respect to the
vacuum level [25]). We found that the positively charged
states of all of these defects are at least 2.5–3 eV more
stable than their neutral states if the Fermi energy lies at
the top of the Si valence band. Therefore, we conclude
that H1 is the only stable charged state of hydrogen at the
Si-SiO2 interface.

Since two H1 arriving at the interface would repel each
other electrostatically, any complexing between them is
very unlikely. Thus, when an H1 arrives at the interface, it
is either immediately trapped at a suboxide bond or SiO2
protrusion [8] or it migrates laterally with barriers ranging
between 0.3–0.5 eV (the energy of the barrier depends on
the migration path through interfacial Si-Si bonds). The
barriers to escape either to the Si or the SiO2 side are larger
[8]. If Si-H bonds are present at the interface, the next
logical step is to enquire about the reaction of H1 with
such a defect.

For studies of an Si-H defect, in order to have a super-
cell of practical size, we used a model similar to that used
in Ref. [18]. One Si atom and its four neighboring atoms
were removed from the SiO2 layer at the interface. The
four dangling bonds were passivated by H. Such a con-
figuration has most of the features of a real environment,
especially the back bonds and the presence of an interface.

Note that two of the Si-H bonds are true interfacial Si-H
bonds. In calculations used to probe the depassivation pro-
cess of one of these two Si-H bonds by an H1 arriving from
the oxide side, the other three Si-H bonds were monitored
and indeed were found to remain undisturbed. The calcula-
tions were repeated using several distinctly different local
environments. In each case, an interstitial H1 was brought
into the vicinity of the target H atom in the Si-H bond and
the forces on the two atoms were monitored (Fig. 1a). At
a distance of approximately 1.6 Å a mutual attraction be-
tween H1 and the bonded H atom was sensed as nonzero.
At that point, we explored several options. We first froze
the intruding H1 and allowed all the other atoms to move.
Alternatively, we allowed all atoms to move, including the
intruding atom. The electron density was monitored. In
all cases, for a wide range of approach directions and local
environments, the same basic behavior was observed. The
reaction path when H1 goes through the big-void intersti-
tial is optimal, but the reaction energy and the barrier do
not depend strongly on the path.

The entire reaction process happens exclusively between
the proton and the Si-H bond and does not involve any
other atoms. If the position of the proton is fixed, we
observe an increase of the Si-H bond length and a gradual
formation of a “bridge” between Si-H and H1 (Fig. 1b).

      

(a) 

(b) 

H+  

(c) 
H2 

D+

 

FIG. 1. Reaction between H1 and an interfacial Si-H bond:
(a) a proton approaches an H atom from a Si-H bond; (b) an
H1-H-Si “bridge” is created; (c) an H2 molecule and a positively
charged defect D1 are formed. Si is shown in gray, O in black,
and H in white.

165506-2 165506-2
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Then both electrons from the Si-H bond leave the bond
and make the H2 molecule neutral. After that, we have a
neutral H2 molecule in the void, and the positively charged
D1 defect at the interface (Fig. 1c). When the position of
the proton is not fixed, the motions of the H1, H, and
Si atoms are somewhat more complicated, but the final
products of the reaction are the same.

The depassivation process can be traced in detail if we
consider electronic density contours in the region around
the considered defect (Fig. 2). One can see the originally
bare proton approaching the Si-H bond, the formation of
the Si-H-H1 bridge, and the creation of a neutral hydrogen
molecule. The absence of electron density near the Si atom

FIG. 2 (color). Electronic density at different stages of the
reaction between H1 and a Si-H bond: (a) a proton approaches a
Si-H bond; (b) an Si-H-H1 bridge is created; (c) an H2 molecule
and a D1 defect are formed.

at the final stage of the reaction proves that we initially get
a positively charged D1 defect.

As already mentioned, the reaction is initiated when H1

is approximately 1.6 Å from the H atom in the Si-H bond.
Upon completion of the reaction, the total energy release is
about 1.3 eV. There is an energy cost, however, to get the
H1 to within 1.6 Å of the other H atom from the nearest
O site in SiO2 or the nearest Si-Si bond on the Si side.
This energy, effectively the reaction barrier, depends on
the local bonding, but lies in the range 0.2–0.3 eV, roughly
the same as the barrier for diffusion in the interface plane.
Therefore, the total estimated energy release in the reaction
between H1 and the Si-H bond is about 1.1 eV (Fig. 3).

The barrier for the reverse reaction, namely, passivation
of a D1 defect by an H2 molecule in an annealing ex-
periment, is 1.3 eV (Fig. 3). If the initial dangling bonds
are neutral, the activation energy would be larger by the
Pb’s ionization energy, which is about half of the Si band
gap, i.e., 0.55 eV. Thus the net activation barrier would be
1.85 eV. This value is in excellent agreement with the ex-
perimental value reported by Brower [1], namely, 1.66 eV.

The depassivation of the dangling bond and formation
of the D1 defect (positively charged Pb center) occur due
to a reaction with a proton that is independent of the avail-
ability of electrons at the interface. On the other hand,
the subsequent charge state of the defect is independent
of possible interactions with hydrogen. Once the defect
is formed, it is free to exchange charge with the silicon
substrate. The probability of an electron from the Si side
getting trapped and neutralizing the dangling bonds de-
pends on the interface electric fields. In particular, under
the positive bias conditions that favor H1 transport to the
Si-SiO2 interface, the Fermi level is located so that the ini-
tially charged D1 defect will capture an electron from the

1.3 eV

0.2 eV

1

2

3

FIG. 3. The energy diagram (reaction energy vs reaction co-
ordinate) for the reaction between H1 and an interfacial Si-H
bond. Point 1 corresponds to the final stage of depassivation
!D1 1 H2"; 2: H1 is in the big void; 3: H1 is attached to oxy-
gen in the oxide.

165506-3 165506-3

S.N.Rashkeev	et	al.,	“Defect	generaGon	by	hydrogen	at	the	Si-SiO2	interface”,	Phys.Rev.Lej.,	Vol.87,2001

Si-H + H+         D+ + H2

The	reac%on	of	H+	with	the	‘passivated’	dangling	bond	at	the	interface	
leaves	a	charged	Si	atom	that	can	exchange	e-	with	the	silicon
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Interface	states	are	amphoteric:	they	can	trap	either	electrons	
or	holes	depending	on	the	Fermi	energy	at	the	interface
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Charge	buildup	in	the	oxides	and	at	their	interface	influences	the	electrical	
parameters	of	transistors	(for	the	gate	oxide)	and	of	parasi%c	structures	
unavoidable	in	CMOS
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RadiaGon-hard	processes

low	volume	(yield)	
very	high	cost	
far	from	state-of-the-art	
dependence	on	single	source	
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Episode	IV:		
A	New	Hope
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‘05

The	gate	oxide	thickness	scales	in	each	technology	node	(up	to	a	point)
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N.S.	Saks	et	al.,	IEEE	TNS,	Dec.	1984	and	Dec.	1986

Oxide trapped charge Interface states

The	accumula%on	of	TID-inducd	‘defects’	in	an	oxide	
decreases	with	the	thickness	of	the	oxide

If	the	gate	oxide	is	sufficiently	thin,	problems	arise	in	the	parasi%c	structures	
where	the	oxide	thickness	does	not	follow	any	scaling	rule
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Thin	gate	oxide	+	HBD	techniques	=	Radia%on	tolerance

The	equa%on	used	for	the	design	of	ASICs	used	in	today’s	LHC	experiments	and	
manufactured	in	an	(affordable)	commercial-grade	0.25um	process	is:
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C+ A New High-Speed High-Density Bulk.
CMOS Technology

ANDREW G. F. DINGWALL, MEMBER, IEEE, AND ROGER E. STRICKER

Abstract–C2L, or closed COS/MOS logic, is a new structural ap-
proach to high-speed bulk-silicon COS/MOS logic. C2L is a self-aligned
silicon~ate CMOS Technolo& where the gate completely surrounds the
drain. The use of such geometry maximizes the transconductance to
capacitance ratio for devices and thus allows high on-chip speed. The
CDP 1802 single-chip 8-bit microprocessor, as well as several memory
and 1/0 circuits announced recently by the RCA Solid State Division,
are fabricated in this new technology.
Generally, C*L devices show an improvement in packing density by a

factor of 3 over standard CMOS and operate at frequencies approxi-
mately 4 times faster than standard CMOS. The fabrication sequence
for C2L devices requires 6 photomasks (one less than strmdazd CMOS).

INTRODUCTION

RCA Corporation recently introduced C2L, or closed COS/
MOS logic, devices into its commercial CMOS logic family.

This new structural form of CMOS devices offers several
advantageous design features. C2L is a self-aligned silicon-
gate technology which can approach the maximum speed
performance possible for bulk-silicon CMOS devices. It
has high packing density, and a simple processing sequence
with fewer photomasking and processing steps. These
have contributed to excellent yield performance. Since the
entire C2L chip surface is heavily doped either p+ or n+, po-
tential reliability problems due to unwanted surface inversion
effects are eliminated. Further, the closed structures circum-
vent the need to guardband individual MOS transistors, thus
achieving low parasitic leakage over a 3-15 V operation range.
Such performance characteristics have been demonstrated in
commercially available C2L types including the RCA CDP 1802
microprocessor [1] , shown in Fig. 1, RAM’s, 4K and 8K ROM’s
[2] , 1/0 circuits, counters, a frequency synthesizer [3], and a
number of other circuits now in design. Use of the novel
bulk-silicon self-aligned silicon-gate C2L structure improves
both speed, density, and processing simplicity for COS/MOS
devices and permits LSI circuit speeds on low-cost bulk silicon
which would previously have required use of bipolar or SOS
technologies. The C2L technology retains the inherent advan-
tages of CMOS: very low static power dissipation, high noise
immunity, and single power supply operation at voltages from
3-15 V over temperature ranges from - 55 °C-1250C. With

Manuscript received March 18, 1977; revised April 25, 1977. This
work was supported by the U.S. Army Electronics Command under
Contract DAAB07-76-C-13 17 for the development of low power,
high performance, high density LSI circuits needed for the improve-
ment of transmission security of data and communication links.
The authors are with the Solid State Technology Center, RCA Cor-

poration, Somerville, NJ 08876.

Fig. 1. Microphotograph of CDP 1802 C*L 8-bit microprocessor
(178 X 234 roil’).

C2L layouts, two- or threefold improvements in packing den-
sity and four to five times on-chip speed improvements over
conventional aluminum-gate COS/MOS can be anticipated.
Selection of the C2L technology for the CDP 1802 micro-

processor line was largely based on the desire to obtain the
maximum speed performance possible from a bulk CMOS
process. High speed would ensure adequate speed margin
for TV games, automotive, and other microprocessor applica-
tions compatible with a 6.4-MHz clock rate at a supply voltage
of 10 V. Although not all sections of the microprocessor chip
require operation at the speed inherent to C2L devices, it has
proved advantageous to use C2L structures throughout the
chip. This results in a simple processing sequence with high
yield potential. Additionally, since minimum size devices
provide high levels of drive, layout is simplified by the elimi-
nation of extensive device scaling requirements.
C2L-type structures may be used selectively in any silicon-

gate CMOS process where only certain portions of the circuit
must be fast, or where low-leakage and high-voltage operation
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Fig. 2.

(a)

---)(: ATI<CIJN1,\CI

(b)
Comparison of standard Al-gate CMOS and C’L transistors.

are important. Favorable applications would include output
drivers and high-frequency stages in a counter chain.

C2L STRUCTURE

Fig. 2 compares the elemental transistor structures in stan-
dard aluminum-gate and C2L technologies. The standard
aluminum-gate linear structure in Fig. 2(a) contains a source
and drain separated by a metal gate. In order to prevent
parasitic MOS action around the ends of metal gates, the gates
are terminated over area-consuming guardbands of highly
doped, high threshold areas surrounding each transistor. The
actual MOS device with guardbands occupies approximately
5 mi12. Other factors contributing to nonproductive chip area
of LSI aluminum-gate CMOS are as follows.
1) “Non-self-aligned” aluminum gates for which a substan-

tial misalignment tolerance is required to guarantee MOS
action,
2) Individual contacts to most transistor sources are nec-

essary.
3) Inefficient power supply busing through the guardband

diffusions require extensive use of area-consuming metal busing.
4) High registration tolerances since registration of four

masks (n+, p+, contact, and metal) is required.’
5) Inefficient interconnection of LSI circuits since only

diffused tunnels are available for crossunders.
me elemental C2L transistor structure shown in Fig. 2(b)

preserves the advantages of standard CMOS structures and yet
removes many disadvantages. The central drain area, which is
clearly minimized, need only accommodate a small contact
and is totally enclosed by the polysilicon gate. The transistor
source is the surrounding substrate or source plane; hence, no

individual source connection is required for each transistor.
The fully encloseci geometry totally eliminates the need to
guardband since no uncontrolled current can flow to any
drain which is gated on all sides.
Factors contributing to C2L packing density include the

following.
1) Elimination of guardbands around individual transistors.
2) Availability of three types of interconnection–metal,

polysilicon, and di Ffused tunnels, which usually have the form
of multiple metal contacts to a n+ or p+ diffusion within “con-
centric” C2L structures.
3) Elimination of individual source contacts for every

transistor.
4) Only one critical alignment tolerance exists in the C2L

process–the contact level to the polysilicon level–not four
independently critical alignments as in the standard process.
Chip area is thus conserved because of the reduction of align-
ment tolerances compared to standard process designs [4] ,
5) Efficient power supply busing. The entire wafer is

doped with n+ or p+ dopants, and power is bused efficiently
through the source planes, thus significantly reducing the
number of metal lines required for power supply busing on
an LSI chip.
The C2L minimum size transistor requires less than 2.0 milz

of area; hence, the area efficiency of a single transistor, as
compared to standard CMOS, is significantly improved. Exact
area comparisons of any function chip will, however, be
weighted by the amount of interconnection required, the
number of multigate functions, and the creativity of the
designer. In general, area reduction over standard CMOS
technology of 3 times can be anticipated. For example,

ELT	was	not	such	an	original	idea	in	the	‘90s…

Enclosed	
layout!
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No	precise	model	
Lack	of	commercial	library	
Size	constraints	
Larger	area	and	capacitance
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Is	the	systema%c	use	of	ELT	transistors	really	needed?	

Is	the	answer	to	this	ques%on	dependent	on	the	technology	node	and	process?
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The	%me	evolu%on	of	the	two	types	of	defects	in	the	STI	oxide	is	different:	
interface	states	ac%va%on	is	requires	H+	migra%on,	which	is	a	slow	process



33

The	typical	result	for	a	‘fast’	irradia%on	(high	dose	rate):
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The	leakage	current	is	the	sum	of	different	mechanisms	involving:	
• the	crea%on/trapping	of	charge	(by	radia%on)		
• its	passiva%on/de-trapping	(by	thermal	excita%on)		

These	phenomena	are	Dose	Rate	and	Temperature	dependent!

irradiaGon

thermal	energy
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irradiaGon

---
-

thermal	energy
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The	proper%es	of	the	defects	(hole	traps,	interface	states)	have	
been	studied	in	these	two	publica%ons:	
• F.Faccio,	G.Cervelli,	“RadiaGon-induced	edge	effects	in	deep	submicron	CMOS	transistors”,	

IEEE	Trans.	Nucl.	Science,	Vol.52,	No.6,	December	2005,	pp.2413-2420		
• F.Faccio	et	al.,	“Total	ionizing	dose	effects	in	shallow	trench	isolaGon	oxides”,	

Microelectronics	Reliability	48	(2008)	1000-1007	
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Logic	core	current	consump%on	in	the	GBTx	at	room	T:	green	curve	(courtesy	P.Moreira	and	GBT	Team)

Temperature Influence
Two effects of the temperature expected/observed:
1. The temperature influences the diffusion of the positive charges in the oxide. 

Temperature increase has two effects:
• Oxide charges diffuse away during irradiation

Æ lower peak and lower slope of increase
• Oxide charge diffusion mandatory to activate the interface traps

Æ faster activation Æ faster negative space charge accumulation, which lowers the current

02/02/2016 Malte Backhaus 8

Logic	core	current	consump%on	of	the	ABC130	at	different	T	and	dose	rates	(courtesy	F.Anghinolfi	and	ABC130	Team)

The	leakage	increase	is	visible	in	complex	logic	ASICs	developed	in	this	technology
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Leakage	in	0.15/0.12um	MOS	
Same	manufacturer	
2	different	Fabs

The	leakage	increase	depends	on	processing	details	beyond	(our)	control,	
that	can	be	changed	without	warning
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Technology	downscaling	has	endowed	transistors	with	TID-tolerant	gate	oxides.	

Leakage	currents	in	parasi%c	structures	(NMOS	source-drain,	adjacent	n-doped	
diffusions)	is	dependent	on	balancing	of	charges	in	interface	states	and	traps	in	the	
bulk	of	the	STI	oxide.	
We	found	130nm	technologies	where	ELTs	and	guarding	were	not	needed		
to	achieve	mul%-Mrad	tolerance…

Recap in 250-130nm
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Episode	V:		
Radia%on	Strikes	Back	(in	65nm	CMOS)
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There	will	be	no	further	comment	about	leakage	currents,	because	we	did	
not	measure	significant	currents	(for	typical	applica%ons)	in	either	NMOS	
transistors	or	FOXFETs

The	degrada%on	of	long	and	large	transistors	is	limited:		
the	thin	gate	oxide	is	radia%on	hard!

IrradiaGon	condiGons:	
T	=	25C	
Bias:	|Vgs|=|Vds|=1.2V	
Curves	Id-Vg	in	saturaGon

PMOSNMOS
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Radia%on	damage	is	severe	in	short	and	narrow	channel	transistors,	where	it	depends	
on	the	bias	and	temperature	applied	both	during	and	aler	irradia%on

PMOS	W	array PMOS	L	array NMOS	L	array NMOS	W	array

T	=	25C	
Bias:	|Vgs|=|Vds|=1.2V

Radia%on-Induced	Narrow	Channel	Effect	(RINCE)
Radia%on-Induced	Short	Channel	Effect	(RISCE)



42NOTE:	In	this	cartoon,	there	is	no	disGncGon	between	the	posiGve	charge	trapped	in	the	oxide	or	in	interface	traps

RINCE	can	be	conceptually	represented	by	this	cartoon
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NOTE:	In	this	cartoon,	there	is	no	disGncGon	between	the	posiGve	charge	trapped	in	the	oxide	or	in	interface	traps

RINCE	can	be	conceptually	represented	by	this	cartoon
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Transistors’	size:	W=120nm,	L=1um	
IrradiaGon	condiGons:	
T	=	25C	
Bias:	|Vgs|=|Vds|=1.2V

RINCE:	Narrow	channel	PMOS	transistors	do	not	work	above	500Mrad,		
while	NMOS	are	working	without	large	damage	up	to	1Grad

NMOS

≈10x
≈100x

PMOS
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Transistors’	size:	W=120nm,	L=1um	
IrradiaGon	condiGons:	

*	Bias:		
“Vgs”	=>	|Vgs|=	1.2V,	Vds=0V	
“Diode”	=>	|Vgs|=|Vds|=1.2V	
“Gnd”	=>|Vgs|=Vds=0V

RINCE	in	PMOS	depends	on	bias	and	temperature

Sub-zero	T	during	irradia%on	is	good

“Diode”	=>	|Vgs|=|Vds|=1.2V

Vgs 
Diode 
Gnd

Annealing	at	high	T	is	good!

Bias	during	irradia%on	is	bad!

Irrad	T	=	25C
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RISCE:	Short	channel	PMOS	are	more	damaged	than	NMOS	
Damage	occurs	also	in	ELT	transistors,	hence	it	can	not	be	due	to	the	STI	oxide

NMOS PMOS

Transistors’	size:	W=1um,	L=60nm	
IrradiaGon	condiGons:	
T	=	25C	
Bias:	|Vgs|=|Vds|=1.2V
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RISCE	can	be	conceptually	represented	by	this	cartoon
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Transistors’	size:	W=0.6um,	L=60nm	
IrradiaGon	condiGons:	

*	Bias:		
“Vgs”	=>	|Vgs|=	1.2V,	Vds=0V	
“Diode”	=>	|Vgs|=|Vds|=1.2V	
“Gnd”	=>|Vgs|=Vds=0V

RISCE	in	NMOS

Bias	during	irradia%on	is	bad!

Sub-zero	T	during	irradia%on	is	good

Annealing	at	high	T	is	neutral	or	good		
(for	the	most	damaged	devices)!

Bias	=	“Diode”IrradiaGon	T	=	25C



TID	[rad]
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Transistors’	size:	W=0.6um,	L=60nm	
IrradiaGon	condiGons:	

*	Bias:		
“Vgs”	=>	|Vgs|=	1.2V,	Vds=0V	
“Diode”	=>	|Vgs|=|Vds|=1.2V	
“Gnd”	=>|Vgs|=Vds=0V

RISCE	in	PMOS

Bias	=	“Diode”IrradiaGon	T	=	25C

Bias	during	irradia%on	is	mildly	influen%al Thermal	energy	during	irradia%on	is	bad!

Annealing	at	high	T	is	very	bad	if	performed	under	bias!!
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The	qualifica%on	procedures	for	CMOS	foresee	a	1-week	annealing	period		
post-irradia%on	at	100oC.	This	considerably	worsens	the	performance		
of	PMOS	transistors.	
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Transistors’	size:	W=0.6um,	L=60nm	
IrradiaGon	condiGons:	

*	Bias:		
“Diode”	=>	|Vgs|=|Vds|=1.2V	

gm	degrada%on Vth	shil

Delta	Id	(%)
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The	post-irradia%on	evolu%on	in	PMOS	(Vth	shil)	is	clearly	a	thermally	ac%vated	process	
requiring	the	presence	of	bias!	
Measurements	and	energy	extracGon	by	G.Borghello	

Start	of	annealing	at	high	T	is	at	50-55hours

Transistors’	size:	W=0.6um,	L=60nm	
IrradiaGon	condiGons:	

*	Bias:		
“Diode”	=>	|Vgs|=|Vds|=1.2V	

Normalisa%on
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In	the	hypothesis	of	a	single	ac%va%on	energy,	it	is	possible	to	extract	it	(very	
approximately)	from	the	4	experimental	points	at	different	temperature.		
The	model	does	not	fit	well	the	data,	but	it	is	useful	to	es%mate	the	trend	of	
the	phenomenon	with	temperature.	



53

According	to	the	simple	model,	the	post-irradia%on	evolu%on	of	the	PMOS	(Vht	shil)	
should	be	considerably	slowed	at	-20oC	

1	year

10	years
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In	some	of	the	results	above	we	can	see	analogies	with	the	phenomenology	observed	in	
bipolar	technologies	subject	to	ELDRS	(Enhanced	Low	Dose	Rate	Sensi%vity)
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Results	from	an	on-going	irradia%on	with	a	60Co	source	at	lower	dose	rate:	the	
damage	is	larger!	
Beware:	tests	are	done	with	different	radia%on	sources

T	=	25oC	
HDR	=	9Mrad/hour	
LDR	=	35krad/hour	
raGo	of	the	dose	rate	HDR/LDR=257	
Average	of	3	transistors	per	Chip

NMOS	600n/60n,	Vgs=Vds=1.2V PMOS	600n/60n,	Vgs=Vds=-1.2V
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In	the	studied	65nm:

Short	and	narrow	channel	radia%on-induced	effects	are	strong	(RINCE,	RISCE).	

These	are	complex	and	make	the	choice	of	a	qualifica%on	procedure	and		
of	appropriate	design	margins	difficult,	in	par%cular	for	digital	design	

Summary

The	Radia%on	response	(TID)	is	determined	by	the	proper%es	of	parasi%c	structures.	
It	is	not	a	constant	property	in	a	given	technology	node,	and	can	change	with	supplier,	
Fab,	and	with	%me.	

Therefore	we	have	to:	
• only	qualify	and	use	one	Fab	
• monitor	regularly	the	natural	radia%on	tolerance	
• carefully	qualify	each	ASIC	during	the	prototyping	and	produc%on	phases


