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● My experience going from physics to machine 
learning in industry

● Machine learning concepts and takeaways
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Google has ~175,000 employees worldwide

Machine learning is happening at many places: large corporations, mid-size corporations, 
startups 

Hiring and work experiences change frequently

Disclaimer: YMMV
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● BSc at UCLA, Astrophysics. 2007

● PhD at UC Irvine, experimental particle physics. 2013 

● Google, 2013-present
                Speech Recognition, 2013-2018
                Robotics, 2018-present

About Me
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Advised by Daniel Whiteson

Searches for new physics in the top, higgs and dark matter sectors at high energy particle experiments

PhD, UC Irvine
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● Learned basic C++
● Data analysis concepts like filtering, plotting, fitting hypothesis
● Working with a large collaboration

Selected Work
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● First introduction to neural networks
● Complicated software infrastructure used by a lot of people
● Learned how to effectively communicate findings

Selected Work
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● Physics classmate had joined Google
● Why would Google hire physics PhDs?
● What would it like working at a software company?

Jobs: Google?
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Google Roles?
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Google: Software Engineer
● Research Scientist (RS): requires research presentations and interviews
● New Grad software engineer: generic software engineering interviews

○ Requires CS or similar technical PhD
● Don’t apply for a specific team, match with teams after clearing the interview bar
● Apply for roles at large campuses like Mountain View or New York for best team matches
● Rewrite your resume for Industry
● Prepare for the coding interviews!
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The interview
● Most physicists fail this step
● You will need to study to pass this interview

○ I spent 3 months prepping

● Once you are prepared, go wide with your interviews



Proprietary + Confidential

The Offer

● Once you get a Google offer things are actually a lot flexible
○ Recruiter will help find you a team

■ Team that is doing machine learning and publishes papers
○ People change teams often
○ You can also change your role → RS later
○ Easier to move to other industry positions
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Speech Recognition
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Automatic Speech Recognition
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Acoustic Models

● Larger machines available for DNN training
● More speech data available

Expert handcrafted functions → Deep Learning
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Expert handcrafted functions → Deep Learning

● Speech is a 50-year old academic field
● Machine learning breakthroughs became Speech Recognition breakthroughs
● Speech expertise was not as critical

○ Worked with people with PhDs in Speech research, Signal Processing, Linguistics, 
Language

● Generalists thrived over specialists
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Acoustic Models

DNN are not enough
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Sequence Problems

Temporal context matters: current outputs depend on the history 

● Speech recognition
● Translate
● Language modeling
● Playing starcraft
● Playing Go
● Robotics



Proprietary + Confidential

Sequence Models
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Recurrent Neural Networks
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LSTM



Proprietary + Confidential

Word Error Rates dropping to near 10-15%

Most pre-ML error rates were >25%
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Starter Project
Implement software for LSTM training
● Code reviews
● Collaborating with many other code contributors
● Testing
● Software for others
● Software design
● Quality and documentation
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The Alignment Problem
Not every input needs an output.

Sample audio at 10 samples per second → a few phonemes a second

Training requires data alignment between input speech signals and output phonemes
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CTC Loss
A special loss function that introduces a blank label
Loss sums up likelihoods of the correct output sequence with all possible alignments

Model now learns phoneme recognition and alignment
→ Make deep learning models do more of the problem.
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● 12% WER
● Paper writing, making plots
● Peer review
● Presented at conference: InterSpeech
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Presented at major 
speech conferences

https://interspeech2024.org
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Translate

● Google translate was similar improvements from sequence modeling improvements
● Introduction of the attention mechanism
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Attention Mechanism

● The network can decide which inputs to pay attention to 
for the current output
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Attention Mechanism

● Did not need to pass information via time (LSTM)
● Very long range context
● Alignment problem naturally solved

○ You can see heat map of activations to see alignment
● Easily stacked
● Fewer complicated loss functions
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We propose a new simple network architecture, the Transformer, based solely on attention 
mechanisms, dispensing with recurrence and convolutions entirely
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● After 50 years of speech research finally WER were <10%
● Research problem → useful product
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http://www.youtube.com/watch?v=UHJ0uOPs4s0
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Speech Recognition was in the world
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Research → Useful thing

● The paper is only 50% of the breakthroughs
○ Works in noisy environments
○ Needs to be fast
○ Needs to deal with multiple accents
○ Needs to be computationally cheap

● The ultimate test is usefulness
○ 100M queries a week



Proprietary + Confidential

Robotics



Proprietary + Confidential

General Purpose Robotics
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Reinforcement Learning
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Reinforcement Learning
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http://www.youtube.com/watch?v=TmPfTpjtdgg
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http://www.youtube.com/watch?v=iaF43Ze1oeI
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Robot Manipulation

Hand-eye coordination problem → 
continuous image classification 

problem
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Starter Project
Use simulation data for training real robots: sim2real gap
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https://docs.google.com/file/d/1PtvGaW2MjwnlIMJAgXGm-X96vQS1w9kf/preview?resourcekey=0-9gLvCwnRHZxAPL1i6goMGA
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Robotics Starter Project
● Crash course on 

○ Reinforcement learning
○ Simulation
○ Robot manipulation
○ Image generation

● Worked with leading experts in the field
○ Robotics PhDs
○ Visiting researchers from Universities
○ Peers at Google and Deepmind

● Presented at Robotics conferences

Machine learning breakthroughs → Robotics breakthroughs
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https://docs.google.com/file/d/1bewOJV1bfGS-86SxvqSpE26sTxZmlfeG/preview?resourcekey=0-r9kaUGOGrhuNrlQVxvdFqw
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https://docs.google.com/file/d/1n9NXbsuPmSXVcKzaj5UC_RuPd5zPPwhE/preview?resourcekey=0-fJNlpjIxase-CRAlKOEv8w
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Robotics Data
Deep learning requires large amounts of data → Robot data is very expensive to collect

Trash sorting requires learning many concepts:
● What objects look like trash?
● Are they in the wrong bin?
● How would you pick them up?
● Try picking them up, what happens if you fail?
● Place them in the correct bin.
● Did you succeed?
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Large language models have general world understanding
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Transformer based large language models were showing emergent properties
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Robotics and Language Models
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Robotics and Language Models
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https://docs.google.com/file/d/17k1jH-H-ckk8M_fIdFZvJ_SKIKVq1L6W/preview?resourcekey=0-MOEsVcrQ2EZ6Xq0R0zOnFA
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Robotics and Large Language Models
● Made the robot more useful

○ Can do more tasks
○ You can talk to it

● Grounded the language models in the real world
○ Embodied LLM

● LLMs solved the task planning problem for robotics
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https://docs.google.com/file/d/11NKt8-NlzxhrHrbQtQPwIvYYIop47Azr/preview?resourcekey=0-_gYQhiYYQUxg4V4FESa4dw
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Vision Transformers

Vision + Language Transformers
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Tokens are all you need

Language

Vision
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VLM
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https://docs.google.com/file/d/177UZvrnm98H9ADrMlpFkAAbmKsdvClL-/preview?resourcekey=0-na9bXOSW2Ep3ZiW4I-XyJA
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RT-2: VLA
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RT-2: VLA
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RT-2: VLA

VLA were showing robotics emergent properties
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https://docs.google.com/file/d/1K1htMwhiTpCyyMjF3u5H3WGK33fYwU6m/preview?resourcekey=0-e4ATuwjTL-EF5U2GcD8-Lw
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Robot Constitution 
prompting
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In conclusion…
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Machine Learning research in industry can be very exciting and rewarding. 

● Comfortable with being a noob
● Enjoys building useful things more than doing science
● How valuable is the work?
● Thrives in chaos, fast-moving, messy collaborations
● Enjoys general problem solving

Physicists in ML
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Thank You


