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Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  
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Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.
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Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.
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Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.
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Today: how can HEP benefit 
from national initiatives 
and how can our nation 

benefit from AI/ML in HEP?

ai.gov

see also https://www.nsf.gov/cise/ai.jsp
https://science.osti.gov/Initiatives/AI/

http://ai.gov
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7HEP ML @ Science

We have been using ML for a long time.  However, 
the deep learning revolution is a new paradigm.

Supercharging existing techniques & new methods allow us 
to do innovative science that was unthinkable before!

This is enabled by both project-dependent and 
project-independent researchers developing, 

adapting, and deploying new methods. 
(N.B. we need career paths for these researchers! … plenty of 
postdoc opportunities, but a lack of faculty/staff positions)

Impact is O(1) - comparable to better instruments (!)



8We are already embracing ML4HEP

https://www.physics.lbl.gov/machinelearning/
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https://www.physics.lbl.gov/machinelearning/
https://computing.fnal.gov/artificial-intelligence/
https://ml.slac.stanford.edu
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https://www.physics.lbl.gov/machinelearning/
https://computing.fnal.gov/artificial-intelligence/
https://ml.slac.stanford.edu
https://iaifi.org
https://a3d3.ai
https://a3d3.ai
https://www.cmu.edu/ai-physics-institute/
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Add training programs

https://www.physics.lbl.gov/machinelearning/
https://computing.fnal.gov/artificial-intelligence/
https://ml.slac.stanford.edu
https://iaifi.org
https://a3d3.ai
https://a3d3.ai
https://www.cmu.edu/ai-physics-institute/
https://www.anl.gov/hep-cce
http://www.apple.com
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Add training programs

+more…
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Add training programs

+more…

This investment is fantastic, 
BUT it is not the end of the story!

  We need to strengthen our support of 
existing initiatives and build a long-term 

foundation (e.g. base funding) in these areas.
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15Beyond HEP

XGBoost 
1603.02754

NSF CISE is already making a big investment across science.

DOE ASCR (and DOE HEP) is also investing, but the “big” 
investment (beyond exascale) is likely on the horizon.

Where can we contribute?  We have unique challenges that 
place our researchers at the forefront of AI/ML developments; 

our datasets can also inspire AI/ML researchers.

Simulation-based inference 
(combining simulations w/ ML)

Fast inference w/ custom hard/firmware

Anomaly detection & 
uncertainty quantification

Not 
exhaustive!

https://atlas.cern/updates/news/are-you-higgs-challenge
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17Beyond Science

AI/ML is a fantastic vehicle for 
broadening participation in HEP.

Our methodologies and technologies 
may also have broader implications.

e.g. decorrelation = fairness, fast inference (…)

barrier to entry is lower and more universally understood at all levels 
(< college, undergrad, …).  See also DOE RENEW & NSF ExpandAI.

(N.B. but also need to train people on the “traditional” path!)

decorrelation means making some ML model ~independent from certain features.  One aspect of fairness 
is to make decisions ~independent of protected features like race.  The underlying concept is the same!

See also all of the people in HEP who are now playing leading roles in 
data science industry as engineers, managers, and researchers.



18Conclusions and Outlook

We need innovative computational techniques to 
make the data-driven discoveries of the future.
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This is not just about 
improving precision, it is 

about enabling new science!

CompF3 Snowmass Report: 2209.07559
CompF Snowmass Report: 2210.05822

I hope that P5 will make 
a strong statement(s) 

about AI/ML!



Conclusions and Outlook 19Questions?

Thank you to Paolo Calafiura, Kyle Cranmer, Aishik 
Ghosh, Peter Nugent, Nathalie Palanque-Delabrouille, 

Phiala Shanahan, Natalie Roe, Jesse Thaler, Nhan Tran, 
and Daniel Whiteson for feedback!


