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2At the heart of ATLAS: Silicon Pixels
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3Zooming in on one pixel
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electronics chip 

Silicon Radiation Damage

Non-ionizing radiation 
damages the silicon lattice

Defects in the lattice act as 
traps for charge carriers
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5Signals after irradiation
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6Signals after irradiation
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Figure: The dependence of the average cluster size and the measured dE/dx on
the delivered luminosity. Each point represents a single run, and only runs
recorded in 2016, 2017 and 2018 are shown (the 4.4 fb�1 delivered in 2015 is
not shown). Clusters are selected which match exactly one reconstructed
charged track with pT > 10 GeV and |⌘| < 1.4, associated to jets with
pT > 200 GeV by 0.1 < �R(track, jet) < 0.4. The lower cut is to reduce
contamination from two particle clusters. The impact on changing the high
voltage in the IBL is clearly visible.The gradual decrease of the measured
hdE/dxi is due to the reduced charge collection fraction due to radiation
damage. Red dotted lines mark the different data taking years.
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Neutron induced displacement damage in Silicon

A.Vasilescu & G. Lindstroem

7Radiation Environment at the LHC

Most of the damage on the 
inner layers is from charged 
hadrons.  Neutron damage is 
larger at higher radii (splash-

back from calorimeters).
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Figure 5: Simulated 1 MeV neq fluence shown as a function of the radial and longitudinal distance from the geometric
center of the detector for a one-quarter slice through the ATLAS FLUKA geometry.

C.O.M. Energy B-Layer Layer-1 Layer-2 Disk-1 Disk-2 Disk-3
7 TeV 20.53 8.69 5.39 5.52 5.25 5.13
8 TeV 21.73 9.11 5.67 5.63 5.29 5.14
13 TeV 28.94 12.41 7.87 8.25 7.99 7.91

Table 1: Fluence values simulated using the ATLAS FLUKA simulation package for three center of mass (C.O.M.)
energies. Units of the values in the table are 1 MeV neutron-equivalent ⇥ 1011 cm�2 per fb�1.

6 Precision and Systematic Uncertainties

This section provides the elements that contribute to the uncertainty of the measurement of the leakage
current, the Hamburg Model predictions, and the measurement of the fluence. The final uncertainty is
calculated by adding all contributing elements in quadrature. The precision on current measurements
made with the HVPP4 current monitoring circuit contributes 12% uncertainty. The precision on current
measurements made with the power supply units contributes 4% to the total measurement uncertainty [13].
The current measurements are made approximately once per minute and that interval contributes 0.5%
uncertainty; this uncertainty is calculated by investigating the deviations in the data over ten minute
intervals - a time interval over which the leakage current is not expected to change. The precision of the
temperature measurements contributes 2.9% uncertainty; the temperature is also not expected to fluctuate
over short time intervals and is thus calculated in the same way as the current uncertainty. Uncertainties
due to possible di�erence between the temperature of the point on the module at which the temperature
is measured, and the point on the silicon sensor to which the temperature is attributed are found to be
10% through changes to the modeled leakage current when a di�erence in temperature of 1 �C is applied
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Units: we normalize damage 
to that of a 1 MeV neutron 
and the units are neq/cm2
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calculated by adding all contributing elements in quadrature. The precision on current measurements
made with the HVPP4 current monitoring circuit contributes 12% uncertainty. The precision on current
measurements made with the power supply units contributes 4% to the total measurement uncertainty [13].
The current measurements are made approximately once per minute and that interval contributes 0.5%
uncertainty; this uncertainty is calculated by investigating the deviations in the data over ten minute
intervals - a time interval over which the leakage current is not expected to change. The precision of the
temperature measurements contributes 2.9% uncertainty; the temperature is also not expected to fluctuate
over short time intervals and is thus calculated in the same way as the current uncertainty. Uncertainties
due to possible di�erence between the temperature of the point on the module at which the temperature
is measured, and the point on the silicon sensor to which the temperature is attributed are found to be
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8Radiation Environment at the LHC
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Even though the IBL 
was installed at the 
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effects be quantified to 
inform operations, 
offline analysis, & 

future detector design!



9Measuring the fluence

Most common method uses the leakage current, as Ileak / �
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The fluence �eq accumulated by the ATLAS Pixel Detector, and measured in units of cm�2, is expected
to be proportional to integrated luminosity

R
Ldt, measured in fb�1. By the end of the proton-proton

collision runs in 2018, the B-Layer was predicted, by P�����8 + FLUKA, to have received an integrated
fluence of �eq = 5.27 ⇥ 1014 1 MeV neq/cm2. The B-Layer was designed to receive a total integrated
fluence of 1 ⇥ 1015 1 MeV neq/cm2 over the span of its lifetime. The evolution of fluence accumulation
over the lifetime of the detectors is shown in Figure 6.

The FLUKA simulated fluence is used as an input to the Hamburg Model [3] to predict the change in
leakage current, �Ileak, after irradiation:

�I = (�eq/Lint) ⇥ V ·
nX

i=1
Lint,i ·

2666664
↵I exp *.

,
�

nX

j=i

t j
⌧(Tj )

+/
-
+ ↵⇤0 � � log *.

,
nX

j=i

⇥(Tj ) · t j
t0

+/
-
3777775
. (4)

Here, Lint,i is the integrated luminosity, ti is the time, and Ti is the temperature in period i. The first
sum is over all time periods and the two sums inside the exponential and logarithmic functions are over
the time between the irradiation in time period i and the time of the measurement. The other symbols
in Eq. (4) are t0 = 1 min, V = depleted volume2 (in cm3), ↵I = (1.23 ± 0.06) ⇥ 10�17 A/cm, ⌧ follows
an Arrhenius equation ⌧�1 = (1.2+5.3

�1.0) ⇥ 1013 s�1 ⇥ e(�1.11±0.05)/kBT (where the units of kBT are eV),
↵⇤0 = 7.07 · 10�17 A/cm, and � = (3.29 ± 0.18) ⇥ 10�18 A/cm. A small temperature dependence has
been observed in the value of � [3]; for this analysis, the value at 21�C is used - its lowest known value
and the one closest to the operational temperature of the sensors in the detector. Equation 4 represents
the Hamburg Model as presented in [3]; under di�erent conditions di�erent terms will dominate. The
temperature scaling function ⇥(T ) is defined by

⇥(T ) = exp
"
�Ee�

kB

 
1
T
� 1

TR

! #
, (5)

where, as before, Ee� = 1.21 eV is used for the e�ective silicon band gap energy, kB is the Boltzmann
constant, and TR = 21 �C. Once the simulation is complete, a temperature correction to the full simulation
is made so that it may be compared to the leakage current data. The simulation is corrected from its initial
temperature of 21 �C to 0 �C.

The implementation of the Hamburg Model can be found in Ref. [19]; the treatment in this analysis is
identical to the treatment in the ATLAS Radiation Modeling paper [6].

The luminosity-to-fluence conversion factor, �eq/Lint, in Eq. 4 requires a scale factor to match the leakage
current data. The scale factor is determined from the constant fit to the ratio of the leakage current data
and the Hamburg Model prediction. Hamburg Model predictions are made in four bins along the z-axis
for each barrel layer (a total of 12 predictions) and for each disk. Each prediction (12 for the barrel layers
and 6 for the disks) is fit to the data with a scale factor. For each barrel layer, the average of the scaled
predictions associated with the four bins along the z axis is compared to the average leakage current data
in the same four bins.

2 Full depletion of the sensors is equal to the volume of the sensor modules, V = 0.25 cm3.

7

We want to 
know this

Measure 
this

Depleted volume

Annealing (depends on 
time t and temperature T)
N.B. the coefficients are 

dimensionfull

Caution: Model assumes uniform space-charge 
and a small number of effective defect states.

“The Hamburg Model”



10Measuring the fluence
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full period of the measurement. The leakage current data are normalized to 0 �C; the average module
temperature is shown in the top panel. Leakage current data are shown for periods of operation when the
high voltage is applied across the silicon sensor; the average module bias voltage is shown in the middle
panel of Figure 7. Some dates corresponding to extended periods when the LHC beams were o�, resulting
in annealing of the sensors, are displayed within the lower panel with gray vertical lines. The module
temperatures are taken to be 18 �C during these shutdown periods. During part of the shutdown (LS1)
between LHC Run 1 and Run 2, from February 2013 to February 2014 (LS1 ended in April 2015), the
Pixel Detector was removed from the ATLAS cavern and kept at 22 �C.

Figure 7: Average measured leakage current of a representative sample of modules in the ATLAS Pixel Detector
barrel layers over the full period of operation. The scaled prediction from the Hamburg Model is also shown.

Measured ratios of the average leakage current for modules on the B-Layer relative to the average leakage
current for modules on Layer-2, and of the average leakage current for modules on Layer-1 relative to the
average leakage current of modules on Layer-2, are shown in Figure 8 for LHC Run 2. These ratios are,
as predicted, constant as a function of integrated luminosity. Once again, some dates corresponding to
extended periods when the LHC beams were o� are displayed with gray vertical lines. Also shown in
Figure 8 are the ratios of the unscaled Hamburg Model predictions for LHC Run 2. The vertical axis is
proportional to the ratio of the applied fluence. The fluence of one layer relative to other layers is well
predicted without the need for scale factors.

The leakage current shows a dependence in the axial position, z, and this dependence is discussed in
Section 7.1. The leakage current does not show dependence on �, see Section 7.2. Leakage current
magnitude is highest in modules closest to the interaction point.

7.1 Leakage Current versus Axial Position

The Hamburg Model prediction has been scaled to match the leakage current data in the bins of z that are
monitored by the power supply system. Figure 9 shows the z-dependence of the leakage current data with

11
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temperatures are taken to be 18 �C during these shutdown periods. During part of the shutdown (LS1)
between LHC Run 1 and Run 2, from February 2013 to February 2014 (LS1 ended in April 2015), the
Pixel Detector was removed from the ATLAS cavern and kept at 22 �C.
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Measured ratios of the average leakage current for modules on the B-Layer relative to the average leakage
current for modules on Layer-2, and of the average leakage current for modules on Layer-1 relative to the
average leakage current of modules on Layer-2, are shown in Figure 8 for LHC Run 2. These ratios are,
as predicted, constant as a function of integrated luminosity. Once again, some dates corresponding to
extended periods when the LHC beams were o� are displayed with gray vertical lines. Also shown in
Figure 8 are the ratios of the unscaled Hamburg Model predictions for LHC Run 2. The vertical axis is
proportional to the ratio of the applied fluence. The fluence of one layer relative to other layers is well
predicted without the need for scale factors.

The leakage current shows a dependence in the axial position, z, and this dependence is discussed in
Section 7.1. The leakage current does not show dependence on �, see Section 7.2. Leakage current
magnitude is highest in modules closest to the interaction point.

7.1 Leakage Current versus Axial Position

The Hamburg Model prediction has been scaled to match the leakage current data in the bins of z that are
monitored by the power supply system. Figure 9 shows the z-dependence of the leakage current data with
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12Temperature corrections

See this talk for more details.

A. Grummer Slide 83 June 2020

Summary of Results
• The optimal Eeff value is determined for each module and then the average 

value is computed in bins of z (the direction along the beam line) for each 
layer and disk.
• The vertical errors bars represent the impact on the optimal Eeff value of ±2 °C uncertainty 

in the module temperature
• Horizontal error bars represent the z bin ranges

600- 400- 200- 0 200 400 600
z [mm]

1.1

1.15

1.2

1.25

1.3

1.35

1.4

 [e
V]

ef
f

O
pt

im
al

 E

IBL (Feb. 2018)
IBL (May 2019)
B-Layer (May 2019)
Layer-1 (May 2019)
Layer-2 (May 2019)
Disks (May 2019)

ATLAS Preliminary

A. Grummer Slide 53 June 2020

Performing the Study
• The impact of using different Eeff values in the temperature correction equation 

for one module on IBL is depicted in the figure.
• (Top panel) The temperature of the Pixel Detector modules was set to several fixed values, 

and measured with the module temperature sensor.
• (Lower panel) The leakage current data are measured (black line) and show a clear 

temperature dependence.
• The leakage current is corrected to a reference temperature TR = 0 oC with (green, blue, and 

red lines) several values of Eeff.

• The optimal value of Eeff in the 
temperature correction 
equation is the value that 
results in corrected leakage 
current data that best fits a line 
of zero slope.
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We have measured Eeff using dedicated temperature scans!

Biggest source of uncertainty is the absolute temperature of our sensors.

https://indico.cern.ch/event/918298/contributions/3880581/attachments/2049951/3435786/Grummer_RD50_2020Jun3.pdf
https://indico.cern.ch/event/918298/contributions/3880581/attachments/2049951/3435786/Grummer_RD50_2020Jun3.pdf


13Fluence measurement overview
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14A global picture: pixels and strips
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15A global picture: pixels and strips
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16A global picture: pixels and strips
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17Integrating fluence into digitization
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In parallel, we have integrated the fluence 
modeling into ATLAS simulation - default for Run 3.



18Conclusions and outlook
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The fluence is the key 
ingredient to radiation 

damage modeling.

We have performed a 
detailed measurement using 
leakage currents.  In parallel, 

we have integrated 
radiation damage into the 

ATLAS simulation.

This is allowing us to 
improve our data analysis 

and plan for  
Run 3 and the HL-LHC!

For details, see JINST 14 (2019) P06012

https://arxiv.org/abs/1905.03739
https://arxiv.org/abs/1905.03739
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